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Abstract: In this paper, a general stochastic optimization procedure is
studied, unifying several variants of the stochastic gradient descent such
as, among others, the stochastic heavy ball method, the Stochastic Nes-
terov Accelerated Gradient algorithm (S-NAG), and the widely used ADAM
algorithm. The algorithm is seen as a noisy Euler discretization of a non-
autonomous ordinary differential equation, recently introduced by Belotto
da Silva and Gazeau, which is analyzed in depth. Assuming that the objec-
tive function is non-convex and differentiable, the stability and the almost
sure convergence of the iterates to the set of critical points are established.
A noteworthy special case is the convergence proof of S-NAG in a non-
convex setting. Under some assumptions, the convergence rate is provided
under the form of a Central Limit Theorem. Finally, the non-convergence
of the algorithm to undesired critical points, such as local maxima or saddle
points, is established. Here, the main ingredient is a new avoidance of traps
result for non-autonomous settings, which is of independent interest.
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1. Introduction

Given a probability space Z, an integer d > 0, and a function f : R? x & —
R, consider the problem of finding a local minimum of the function F(z) £
E¢[f(z,€)] w.r.t. x € RY, where E¢ represents the expectation w.r.t. the random
variable £ on =. The paper focuses on the case where F' is possibly non-convex.
It is assumed that the function F' is unknown to the observer, either because the
distribution of £ is unknown, or because the expectaction cannot be evaluated.
Instead, a sequence (&, : n > 1) of i.i.d. copies of the random variable ¢ is
revealed online.

While the Stochastic Gradient Descent is the most classical algorithm that
is used to solve such a problem, recently, several other algorithms became very
popular. These include the Stochastic Heavy Ball (SHB), the stochastic version
of Nesterov’s Accelerated Gradient method (S-NAG) and the large class of the
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so-called adaptive gradient algorithms, among which ADAM [29] is perhaps the
most used in practice. As opposed to the vanilla Stochastic Gradient Descent,
the study of such algorithms is more elaborate, for three reasons. First, the
update of the iterates involves a so-called momentum term, or inertia, which
has the effect of “smoothing” the increment between two consecutive iterates.
Second, the update equation at the time index n is likely to depend on n, making
these systems inherently non-autonomous. Third, as far as adaptive algorithms
are concerned, the update also depends on some additional variable (a.k.a. the
learning rate) computed online as a function of the history of the computed
gradients.

In this work, we study in a unified way the asymptotic behavior of these
algorithms in the situation where F' is a differentiable function which is not
necessarily convex, and where the stepsize of the algorithm is decreasing.

Our starting point is a generic non-autonomous Ordinary Differential Equa-
tion (ODE) introduced by Belotto da Silva and Gazeau [9] (see also [8] for
ADAM), depicting the continuous-time versions of the aforementioned florilegium
of algorithms. The solutions to the ODE are shown to converge to the set of crit-
ical points of F'. This suggests that a general provably convergent algorithm can
be obtained by means of an Euler discretization of the ODE, including possible
stochastic perturbations. Special cases of our general algorithm include SHB,
ApAM and S-NAG. We establish the almost sure boundedness and the conver-
gence to critical points. Under additional assumptions, we obtain convergence
rates, under the form of a central limit theorem. These results are new. They
extend the works of [23, 8] to a general setting. In particular, we highlight the
almost sure convergence result of S-NAG in a non-convex setting, which is new
to the best of our knowledge.

Next, we address the question of the avoidance of “traps”. In a non-convex
setting, the set of critical points of a function F' is generally larger than the set
of local minimizers. A “trap” stands for a critical point at which the Hessian
matrix of F' has negative eigenvalues, namely, it is a local maximum or saddle
point. We establish that the iterates cannot converge to such a point, if the noise
is exciting in some directions. The result extends previous works of [23] obtained
in the context of SHB. This result not only allows to study a broader class of
algorithms but also significantly weakens the assumptions. In particular, [23]
uses a sub-Gaussian assumption on the noise and a rather stringent assumption
on the stepsizes. The main difficulty in the approach of [23] lies in the use of the
classical autonomous version of Poincaré’s invariant manifold theorem. The key
ingredient of our proof is a general avoidance of traps result, adapted to non-
autonomous settings, which we believe to be of independent interest. It extends
usual avoidance of traps results to a non-autonomous setting, by making use of
a non-autonomous version of Poincaré’s theorem [16, 30].

Paper organization. In Section 2, we introduce and study the ODE’s govern-
ing our general stochastic algorithm. We establish the existence and uniqueness
of the solutions, as well as the convergence to the set of critical points. In Sec-
tion 3, we introduce the main algorithm. We provide sufficient conditions under



Barakat, Bianchi, Hachem, and Schechtman/Stochastic optimization with momentum 3

which the iterates are bounded and converge to the set of critical points. A cen-
tral limit theorem is stated. Section 4 introduces a general avoidance of traps
result for non-autonomous settings. Next, this result is applied to the proposed
algorithm. Sections 5, 6 and 7 are devoted to the proofs of the results of Sec-
tions 2, 3 and 4, respectively.

Notations. Given an integer d > 1, two vectors z,y € R? and a real o,
we denote by = ®y, 2% z/y, |z|, and \/m the vectors in R? whose i-th
coordinates are respectively given by x;y;, %, ©;/yi, |zil, m . Inequalities of
the form x < y are to be read componentwise. The standard Euclidean norm is
denoted || - ||. Notation M ™ represents the transpose of a matrix M. For x € R?
and p > 0, the notation B(z,p) stands for the open ball of R? with center x
and radius p. We also write Ry = [0,00). If z € RY and A C R?, we write
dist(z, A) £ inf{||z — 2| : 2’ € A}. By 1a(x), we refer to the function that
is equal to one if x € A and to zero elsewhere. The set of zeros of a function
h:RY = RY is zerh = {x : h(z) = 0}. Let D be a domain in R% Given an
integer k > 0, the class C*(D, R) is the class of D — R maps such that all their
partial derivatives up to the order k exist and are continuous. For a function
h € C*(D,R) and for every i € {1,...,d}, we denote as OFh(z1,...,z4) the k**
partial derivative of the function h with respect to z;. When & = 1, we just
write O;h(x1,...,2q). The gradient of a function F': R? — R at a point 2 € R?
is denoted as VF(z), and its Hessian matrix at z is V2F(z) as usual. For a
function S : R — R?, the notation V.S(z) stands for the jacobian matrix of S
at point x.

2. Ordinary Differential Equations
2.1. A general ODE

Our starting point will be a non-autonomous ODE which is almost identical
to the one introduced in [9] and close to the one in [8]. Let F' be a function
in C'(R%,R), let S be a continuous RY — R% function, let h,r,p,q : (0,00) —
R, be four continuous functions, and let € > 0. Let vg € R‘i and xg,mg €
R?. Starting at v(0) = vg, m(0) = mg, and x(0) = x¢, our ODE on R, with
trajectories in Z, = Ri x R? x R? reads

v(t)  =p(t)Sx(t)) —alt)v(t)

m(t) =h({t)VF(x(t)) —r(t)m(t) (ODE-1)

x(t) =-m()//v(t) +¢
This ODE can be rewritten compactly as follows. Write zo = (vo, mo, zo), and
let z(t) = (v(t),m(t),x(t)) € Z; for t € R,. Let Z 2 R? x R? x R, and define
the map ¢g: Z4 X (0,00) = Z as

p(t)S(x) —q(t)v
g(=.) = [R(OVF(@) = r(t)m 1)
—-m/y/v+e
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for z = (v,m,z) € Z,. With these notations, we can rewrite (ODE-1) as
z(0) = 2z, z(t) = g(z(t),t) for t > 0.

By setting S(z) = VF(x)®? when necessary and by properly choosing the func-
tions h, r, p, and q, a large number of iterative algorithms used in Machine
Learning can be obtained by an Euler’s discretization of this ODE. For in-
stance, choosing h(t) = r(t) = a(t, A\, 1) and p(t) = q(t) = a(t, A\, a2) with
a(t,\,a) = A71(1 — exp(=Xa))/(1 — exp(—at)) and \, a1, az > 0, one obtains
a version of the ADAM algorithm [29] (see [9, Sections 2.4-4.2] for details). To
give another less specific example, if we set p = q = 0, then the resulting
ODE covers a family of algorithms to which the well-known HEAVY BALL with
friction algorithm [5] belongs. For a comprehensive and more precise view of
the deterministic algorithms that can be deduced from (ODE-1) by an Euler’s
discretization, the reader is referred to [9, Table 1].

In this paper, since we are rather interested in stochastic versions of these
algorithms, Eq. (ODE-1) will be the basic building block of the classical “ODE
method” which is widely used in the field of stochastic approximation [10]. In
order to analyze the behavior of this equation in preparation of the stochastic
analysis, we need the following assumptions.

Assumption 2.1. The function F' belongs to C'(R% R) and VF is locally
Lipschitz continuous.

Assumption 2.2. F is coercive, i.e., F'(x) — 400 as ||z| — +oo.

Note that this assumption implies that the infimum F, of F' is finite, and the
set zer VF of zeros of VF' is nonempty.

Assumption 2.3. The map S : R% — ]Ri is locally Lipschitz continuous.
Assumption 2.4. The continuous functions h,r,p,q : (0,+00) — R satisfy:

i) h e C((0,400),Ry), h(t) < 0on (0,400) and the limit s 2 lim;_, o h(t)
is positive.
ii) r and q are non-increasing and ro, = limy_,o0 r(t), goo = limy o q(t) are
positive.
iii) p converges towards poo as t — oo.
iv) For all ¢ € (0,+00), r(t) > q(t)/4 and 7 > goo/4-

These assumptions are sufficient to prove the existence and the uniqueness
of the solution to (ODE-1) starting at a time ¢ty > 0. The following additional
assumption extends the solution to ty = 0.

Assumption 2.5. Either h,r,p,q € C!(]0,+o0), R, ), or the following holds:

i) For every z € R?, we have S(z) > VF(r)®2.
ii) The functions &, .t = th(t), t — tr(t), t — tp(t), t — tq(t) are
bounded near zero.
iii) There exists tg > 0 such that for all ¢ < ¢, 2r(¢) — q(t) > 0.

iv) There exists § > 0 such that b€ C1([0,6),R,).
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v) The initial condition zg = (v, mo, zo) € Z4 satisfies

mo = VF(z) ltiig ':((;:)) and vo = S(xo) ltlg)l % .
Remark 1. The functions h,r, p, q corresponding to ADAM satisfy these condi-
tions. We leave the straightforward verifications to the reader. We just observe
here that the function S that will correspond to our stochastic algorithm in
Section 3 below will satisfy Assumption 2.5-i) by an immediate application of
Jensen’s inequality.

The following theorem slightly generalizes the results of [9, Th. 3 and Th. 5].

Theorem 2.1. Let Assumptions 2.1 to 2.4 hold true. Consider zg € Z; and
to > 0. Then, there exists a unique global solution z : [tg,+00) — Z; to
(ODE-1) with initial condition z(tg) = z¢. Moreover, z([tg, +0)) is a bounded
subset of Z;. As t — +o00, z(t) converges towards the set

T £ {2z = (pooS(74)/qo0, 0,74) : 74 € zer VF}. (2)
If, additionally, Assumption 2.5 holds, then we can take tq = 0.

Remark 2. Th. 2.1 only shows the convergence of the trajectory z(t) towards
a set. Convergence of the trajectory towards a single point is not guaranteed
when the set T is not countable.

Remark 3. A simpler version of (ODE-1) is obtained when omitting the mo-
mentum term. It reads:

{v(t) = p(t)S(x(t)) —a(t)v(t) (ODE-1')
X(t) ==VE(X())/y/v(t) +e.

This ODE encompasses the algorithms of the family of RMSPRrRoP [42], as
shown in [8; 9]. The approach for proving the previous theorem can be adapted
to (ODE-1’) with only minor modifications. In the proofs below, we will point
out the particularities of (ODE-1") when necessary.

The following paragraph is devoted to a particular case of (ODE-1), which
does not satisfy Assumption 2.4, and which requires a more involved treatment
than (ODE-1").

2.2. The Nesterov case
The authors of [13], [41] and others studied the ODE
%(t) + %)‘((t) +VF(x(t) =0, a>0, FeCY(RLR),

which Euler’s discretization generates the well-known Nesterov’s accelerated
gradient algorithm, see also [6, 7]. This ODE can be rewritten as

e 0o e
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which is formally the particular case of (ODE-1) that is taken for p(t) = q(t) =
0, h(t) = 1, and r(t) = «a/t. Obviously, this case is not covered by Assump-
tion 2.4. Moreover, it turns out that, contrary to the situation described in
Remark 3 above, this case cannot be dealt with by a straightforward adapta-
tion of the proof of Th. 2.1. The reason for this is as follows. Heuristically, the
proof of Th. 2.1 is built around the fact that the solution of (ODE-1) “shadows”
for large t the solution of the autonomous ODE

V(t) = DpooS(X(t)) — ooV (1)

m(t) = hoo VE(X(t)) — room(t)

9 — __m®)

X(t) Vv(t)+e’
and the latter can be shown to converge to the set T defined in Eq. (2), either
under Assumption 2.4 or for the algorithms covered by Remark 3. This idea
does not work anymore for (ODE-N), for its large—¢ autonomous counterpart

{m@)::VF&@D

x(t) = -m(t).

can have solutions that do not converge to the critical points of F'. As an example
of such solutions, take d = 1 and F(x) = 22/2. Then, t ~ (cos(t),sin(t)) is an
oscillating solution of the latter ODE.

Yet, we have the following result. Up to our knowledge, the proof of the
convergence below as t — +oo is new.

Theorem 2.2. Let Assumptions 2.1 and 2.2 hold true. Then, for each xy €
R?, there exists a unique bounded global solution (m,x) : R, — R? x R?
to (ODE-N) with the initial condition (m(0),x(0)) = (0,z9). As t — o0,
(m(t),x(t)) converges towards the set

T2 {(0,2,) : z, €zer VF}. (3)

2.3. Related works

The continuous-time dynamical system (ODE-1) we consider was first intro-
duced in [9, Eq. (2.1)] with S = VF®2. Th. 2.1 above is roughly the same as
[9, Ths. 3 and 5], with some slight differences regarding the assumptions on the
function F, or Assumption 2.4-iv). We point out that the main focus of [9] is
to study the properties of the deterministic continous-time dynamical system
(ODE-1). In the present work, we highlight that the purpose of Th. 2.1 is to pave
the way to our analysis of the corresponding stochastic algorithms in Section 3.

Concerning Th. 2.2, the existence and the uniqueness of a global solution
to (ODE-N) has been previously shown in the literature, for instance in [13,
Prop. 2.1] or in [41, Th. 1]. The convergence statement in Th. 2.2 is new to
the best of our knowledge. In particular, we stress that we do not make any
convexity assumption on F. The closest result we are aware of is the one of
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Cabot-Engler-Gadat [13]. In [13, Prop. 2.5], it is shown that if x(¢) converges
towards some point T, then necessarily Z is a critical point of F. Our result in
Th. 2.2 strengthens this statement, by establishing that x(¢) actually converges
to the set of critical points.

3. Stochastic Algorithms

In this section, we discuss the asymptotic behavior of stochastic algorithms that
consist in noisy Euler’s discretizations of (ODE-1) and (ODE-N) studied in the
previous section.

We first set the stage. Let (Z,.7,u) be a probability space. Denoting as
%(R9) the Borel o-algebra on R?, consider a #(R%) ® .7-measurable function
f:R% x Z — R that satisfies the following assumption.

Assumption 3.1. The following conditions hold:

i) For every x € RY, f(x,-) is u-integrable.
ii) For every s € E, the map f(-, s) is differentiable. Denoting as V f(z, s) its
gradient w.r.t. z, the function V f(z,-) is integrable.
iii) There exists a measurable map x : R? x = — R, s.t. for every z € R? :

a) The map x(z,-) is p—integrable,
b) There exists € > 0 s.t. for every s € =,
Yu,v € B(x,e), [|[Vf(u,s) —Vf(v,s)| <rlz,s)||u—m2|.
Under Assumption 3.1, we can define the mapping F : R? — R as

) = Ee[f (2, )] (4)

for all z € R?, where we write E¢p(€) = [ p(&)u(d€). It is easy to see that the
mapping F' is differentiable,

VE(z) = e[V f(x,£)]

for all z € R, and VF is locally Lipschitz.
Let (yn)n>1 be a sequence of positive real numbers satisfying

Assumption 3.2. v,41/v, = 1 and ) v, = +o0.

Define for every integer n > 1

Let (Q,.#,P) be a probability space, and let (&, : n > 1) be a sequence of iid
random variables defined from (Q, #,P) into (Z, .7, u) with the distribution u.
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3.1. General algorithm

Our first algorithm is a discrete and noisy version of (ODE-1).
Let zo = (vo, mo,x0) € Z4+ and hg, 70, po, g0 € (0, 00). Define for every n > 1

he = h(1h), T =r(T0), Dn = p(Tn), and g, = q(7,). (5)

The algorithm is written as follows.

Algorithm 1 (general algorithm)

Initialization: zp € Z.

for n = 1 to njter do
Un+1 = (1 - 'Yn-‘rl‘Yn)Un + ’Yn+1pnvf(xn7§n+1)®2
Mn+1 = (1 - 'Yn+17'n)mn + 'YnJrlhnvf(fﬂn, £n+1)

Tptl = Tn — Ynt1Mnt1/v/VUntl +€ .

end for

We suppose throughout the paper that 1—-,,41¢, > 0 for all n € N. This will
guarantee that the quantity /v, + ¢ is always well-defined (see Algorithm 1).
This mild assumption is satisfied as soon as ¢y < % since the sequence (g,) is
non-increasing and the sequence of stepsizes (v,) can also be supposed to be
non-increasing.

Since this algorithm makes use of the function Vf(z,£)®?, a strengthening
of Assumption 3.1 is required:

Assumption 3.3. In Assumption 3.1, Conditions ii) and iii) are respectively
replaced with the stronger conditions

ii’) For each x € RY, the function V f(x,-)®? is u -integrable.
iii’) There exists a measurable map x : R? x = — R, s.t. for every z € R%:

a) The map x(z,-) is p—integrable.
b) There exists € > 0 s.t. for every u,v € B(x,¢),
IV f(u,8) = V)| VIVF(u,8)? = Vfv,5)| <kl 5)|u—v].
Under Assumption 3.3, we can also define the mapping S : R* — R? as:
S(z) = Ee[V f(2,€)%7]
for all z € R?. Notice that Assumptions 2.1 and 2.3 are satisfied for F' and S.
Assumption 3.4. Assume either of the following conditions.

i) There exists ¢ > 2 s.t. for every compact set K C RY,

sup e[V f(2,6) % < oo and Y 41%92 < o0,
zeK ~

ii) For every compact set X C R?, there exists a real ox # 0 s.t.
Ee explu, V£(2,€) = VF()) Loex < exp (o [uf]2/2) and
E¢ exp(u, V f(z, ) — S(2)) Leex < exp (o [ul*/2) ,

for every z,u € RY. Moreover, for every o > 0, >, exp(—a/v,) < 0.
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Remark 4. We make the following comments regarding Assumption 3.4.

e Assumption 3.4-i) allows to use larger stepsizes in comparison to the clas-
sical condition ), 2 < oo which corresponds to the particular case ¢ = 2.

e Recall that a random vector X is said to be subgaussian if there exists
areal o # 0 s.t. Ee(wX) < eo”Ilul’/2 for every constant vector u € R.
In Assumption 3.4-ii), the subgaussian noise offers the possibility to use
a sequence of stepsizes with an even slower decay rate than in Assump-
tion 3.4-1).

Assumption 3.5. The set F({z : VF(z) = 0}) has an empty interior.

Remark 5. Assumption 3.5 excludes a pathological behavior of the objective
function F at critical points. It is satisfied when F € C*(R% R) for k > d.
Indeed, in this case, Sard’s theorem stipulates that the Lebesgue measure of
F({z : VF(z) = 0}) is zero in R.

Theorem 3.1. Let Assumptions 2.2, 2.4, and 3.2-3.5 hold true. Assume that
the random sequence (z, = (vn,Mp,x,) : n € N) given by Algorithm 1 is
bounded with probability one. Then, w.p.1, the sequence (z,) converges to-
wards the set T defined in Eq. (2). If, in addition, the set of critical points of
the objective function F' is finite or countable, then w.p.1, the sequence (z,)
converges to a single point of Y.

We now deal with the boundedness problem of the sequence (z,). We intro-
duce an additional assumption for this purpose.

Assumption 3.6. The following conditions hold.

i) VF is (globally) Lipschitz continuous.
ii) There exists C' > 0 s.t. for all z € R, E¢[||V f(z,€)]|?] < C(1 + F(z)),
i) >, 72 < oo.
Theorem 3.2. Let Assumptions 2.2, 2.4, 3.2, 3.3, 3.4-i) (with ¢ = 2) and 3.6
hold. Then, the sequence (v, mn,,x,) given by Algorithm 1 is bounded with
probability one.

Remark 6. The above stability result requires square summable step sizes.
Showing the same boundedness result under the Assumption 3.4 that allows for
larger step sizes is a challenging problem in the general case. In these situations,
the boundedness of the iterates can be sometimes ensured by ad hoc means.

Remark 7. We can also consider the noisy discretization of (ODE-1’) intro-
duced in Remark 3 above. This algorithm reads

{ Un+1 = (1 - 7n+1(Zn)Un + '7n+1pnvf<xn»£n+1)®2 (63*)
Tn+1 =Tp — 'YnJrlvf(xna §n+1)/v Un4-1 +e (Gb)

for (vo,z0) € RE x R With only minor adaptations, Th. 3.1 and Th. 3.2 can
be shown to hold as well for this algorithm. We refer to the concomitant paper
[22, Sec. 2.2] for the link between this algorithm and the seminal algorithms
ADAGRAD [21] and RMSPRoP [42].
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3.2. Stochastic Nesterov’s Accelerated Gradient (S-NAG)

S-NAG is the noisy Euler’s discretization of (ODE-N). Given a > 0, it generates
the sequence (m,,, ,) on R x R? given by Algorithm 2.

Algorithm 2 (S-NAG with decreasing steps)

Initialization: mo = 0, z¢ € R%.

for n = 1 to njter do
Mnt1 = (1 = avn41/Tn)mn + 41V (@n, Ent1)
Tn+1 = Tn — Yn+1Mn+1 -

end for

Assumption 3.7. Assume either of the following conditions.

i) There exists ¢ > 2 s.t. for every compact set K C RY,

sup E¢ ||V f(z,€)||? < oo and 2,7711-4-(1/2 < 0.
zek .

ii) For every compact set X C R?, there exists a real ox # 0 s.t.
E¢ exp(u, V f(z,€) = VF(x))Leex < exp (o |lul®/2) ,
for every x,u € RY. Moreover, for every a > 0, > exp(—a/y,) < 0.

Theorem 3.3. Let Assumptions 2.2, 3.1, 3.2, 3.5 and 3.7 hold true. Assume that
the random sequence (y, = (My,x,) : n € N) given by Algorithm 2 is bounded
with probability one. Then, w.p.1, the sequence (y,) converges towards the
set T defined in Eq. (3). If, in addition, the set of critical points of the objective
function F' is finite or countable, then w.p.1, the sequence (y,) converges to a
single point of Y.

The almost sure boundedness of the sequence (y,,) is handled in what follows.

Theorem 3.4. Let Assumptions 2.2, 3.1, 3.2 and 3.6 hold. Then, the sequence
(Yn = (Mp, zy) : n € N) given by Algorithm 2 is bounded with probability one.

Remark 8. Assumption 3.4-i) in Th. 3.2 is not needed for Th. 3.4.

3.3. Central Limit Theorem

In this section, we establish a conditional central limit theorem for Algorithm 1.
Assumption 3.8. Let z, € zer VF. The following holds.
i) F is twice continuously differentiable on a neighborhood of z, and the
Hessian V2F(z,) is positive definite.

ii) S is continuously differentiable on a neighborhood of z,.
iii) There exists M > 0 and bas > 4 s.t.

sup  Ee[||[Vf(x,8)[I] < o0. (7)
zE€B(x,,M)
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Under Assumptions 2.4-i) to iii), it follows from Eq. (5) that the sequences
(hn), (rn), (pn) and (g, ) of nonnegative reals converge respectively to hoo, T'oos Doo
and ¢o, Where hoo, 7o and g are supposed positive. Define v, = ¢! pooS(z4)-
Consider the matrix

V 2 diag ((5 n v*)G*%) . 8)

Let P be an orthogonal matrix s.t. the following spectral decomposition holds:
ViV2F(z,)V? = Pdiag(m, - ,mq)P",
where 1, < - < mq are the (positive) eigenvalues of V2V2F(z,)V 2. Define

A _rOOId hooV2F(x*)
we [Ty T

where I; is the d x d identity matrix. Then the matrix H is Hurwitz. Indeed, it
can be shown that the largest real part of the eigenvalues of H coincides with

—L, where
4h 1
pale (1o /(1= ) vl >o0. 9
2( V( =) ) Y

Assumption 3.9. The sequence (v,) is given by v, = 1% for some o € (0, 1],

Yo > 0. Moreover, if a = 1, we assume that vy > W.

Theorem 3.5. Let Assumptions 2.4-i) to iii), 3.3, 3.8 and 3.9 hold. Consider
the iterates z, = (v, My, ,) given by Algorithm 1. Set § £ 0 if o < 1 and
6 2 1/(27) if a = 1. Assume that the event {z, — 2.}, where z, = (v,,0,z,),
has a positive probability. Then, given that event,

L m,
Ve [wnni w} S NI

where = stands for the convergence in distribution and A/(0,T) is a centered
Gaussian distribution on R?? with a covariance matrix I' given by the unique
solution to the Lyapunov equation

Cov(hoVf(24,€)) 0

(H + 1) + T(H + 05oq)" = — { v 0

In particular, given {z,, — 2.}, the vector ,/vn_l(xn — x,) converges in distri-
bution to a centered Gaussian distribution with a covariance matrix given by:

Chr.e

— —Too T —Te)2
e 29(7Tk+ﬂ'e+ 29((200 ))_|_2((Tkoo_g)0)

oo

[,=Vzp PV (10)

k.6=1...d

where C' 2 P~V3E, [Vf(24, &)V f(24,6)T] VEP.

A few remarks are in order.



Barakat, Bianchi, Hachem, and Schechtman/Stochastic optimization with momentum 12

e The matrix I's coincides with the limiting covariance matrix associated to the
iterates
Mpt1 = M + Ynt1(hoo VV (@0, §nt1) — Too™in)
Tn41 =Tpn — Yn+1Mnp41 -

This procedure can be seen as a preconditioned version of the stochastic heavy
ball algorithm [23] although the iterates are not implementable because of the
unknown matrix V. Notice also that the limiting covariance I'; depends on v,
but does not depend on the fluctuations of the sequence (vy,).

e When ho, = 7o (which is the case for ADAM), we recover the expression of
the asymptotic covariance matrix previously provided in [8, Section 5.3] and
the remarks formulated therein.

e The assumption r, > 0 is crucial to establish Th. 3.5. For this reason, Th. 3.5
does not generalize immediately to Algorithm 2. The study of the fluctuations
of Algorithm 2 is left for future works.

3.4. Related works

In [23], Gadat, Panloup and Saadane study the SHB algorithm, which is a
noisy Euler’s discretization of (ODE-1) in the situation where h = r and p =
q = 0 (i.e., there is no v variable). In this framework, if we set h =r=7r >0
in Algorithm 1 above, then Th. 3.1 above recovers the analogous case in [23,
Th. 2.1], which is termed as the exponential memory case. The other important
case treated in [23] is the case where h(t) = r(¢) = r/t for some r > 0, referred to
as the polynomially memory case. Actually, it is known that the ODE obtained
for h(t) = r(t) = r/t and p = q = 0 boils down to (ODE-N) after a time variable
change (see, e.g., Lem. 5.3 below). Nevertheless, we highlight that the stochastic
algorithm that stems from this ODE and that is studied in [23] is different from
the S-NAG algorithm introduced above which stems from a different ODE
(ODE-N). Hence, the convergence result of Th. 3.3 for the S-NAG algorithm
we consider is not covered by the analysis of [23].

The specific case of the ADAM algorithm is analyzed in [8] in both the con-
stant and vanishing stepsize settings (see [8, Ths. 5.2-5.4] which are the ana-
logues of our Ths. 3.1-3.2). Note that we deal with a more general algorithm
in the present paper. Indeed, Algorithm 1 offers some freedom in the choice
of the functions h,r,p, q satisfying Assumption 2.4 beyond the specific case of
the ADAM algorithm studied in [8]. Apart from this generalization, we also em-
phasize some small improvements. Regarding Theorem 3.1, we provide noise
conditions allowing to choose larger stepsizes (see Assumption 3.4 compared
to [8, Assumption 4.2]). Concerning the stability result (Th.3.2), we relax [8,
Assumption 5.3-(iii)] which is no more needed in the present paper (see Assump-
tion 3.6) thanks to a modification of the discretized Lyapunov function used in
the proof (see Section 6.4 compared to [8, Section 9.2]).

In most generality, the almost sure convergence result of the iterates of Al-
gorithm 1 using vanishing stepsizes (Ths. 3.1-3.2) is new to the best of our
knowledge. Moreover, while some recent results exist for S-NAG in the constant
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stepsize and for convex objective functions (see for e.g. [4]), Ths. 3.3 and 3.4
which tackle the possibly non-convex setting are also new to the best of our
knowledge.

In the work [22] that was posted on the arXiv repository a few days after our
submission, Gadat and Gavra study the specific case of the algorithm described
in Eq. (6) encompassing both ADAGRAD and RMSPROP, with the possibility
to use mini-batches. For this specific algorithm, the authors establish a similar
almost sure convergence result to ours [22, Th. 1] for decreasing stepsizes and
derive some quantitative results bounding in expectation the gradient of the
objective function along the iterations for constant stepsizes [22, Th. 2]. We
highlight though that they do not consider the presence of momentum in the
algorithm. Therefore, their analysis does not cover neither Algorithm 1 nor
Algorithm 2.

In contrast to our analysis, some works in the literature explore the constant
stepsize regime for some stochastic momentum methods either for smooth [43]
or weakly convex objective functions [32]. Furthermore, concerning ADAM-like
algorithms, several recent works control the minimum of the norms of the gradi-
ents of the objective function evaluated at the iterates of the algorithm over N
iterations in expectation or with high probability [17, 45, 14, 46, 15, 44, 1, 18, 2]
and establish regret bounds in the convex setting [2].

Similar central limit theorems to Th. 3.5 are established in the cases of the
stochastic heavy ball algorithm with exponential memory [23, Th. 2.4] and
ApAM [8, Th. 5.7]. In comparison to [23], we precise that our theorem recovers
their result and provides a closed formula for the asymptotic covariance ma-
trix T'g. Our proof of Th. 3.5 differs from the strategies adopted in [23] and [8].

4. Avoidance of Traps

In Th. 3.1 and Th. 3.3 above, we established the almost sure convergence of the
iterates x, towards the set of critical points of the objective function F' for both
Algorithms 1 and 2. However, the landscape of F' can contain what is known as
“traps” for the algorithm, namely, critical points where the Hessian matrix of F’
has negative eigenvalues, making these critical points local maxima or saddle
points. In this section, we show that the convergence of the iterates to these
traps does not take place if the noise is exciting in some directions.

Starting with the contributions of Pemantle [38] and Brandiére and Duflo [12],
the numerous so-called avoidance of traps results that can be found in the liter-
ature deal with the case where the ODE that underlies the stochastic algorithm
is an autonomous ODE. Obviously, this is neither the case of (ODE-1), nor
of (ODE-N). To deal with this issue, we first state a general avoidance of traps
result that extends [38, 12] to a non-autonomous setting, and that has an interest
of its own. We then apply this result to Algorithms 1 and 2.
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4.1. A general avoidance-of-traps result in a non-autonomous
setting

The notations in this subsection and in Sections 7.1-7.2 are independent from
the rest of the paper. We recall that for a function h : R4 — RY | we denote by
OFh(zy,...,zq) the k' partial derivative of the function h with respect to x;.
The setting of our problem is as follows. Given an integer d > 0 and a
continuous function b : R? x R, — RY, we consider a stochastic algorithm built
around the non-autonomous ODE z(t) = b(z(t),t). Let z, € R? and assume
that on V x R} where V is a certain neighborhood of z,, the function b can be
developed as
b(z,t) = D(z — z4) + e(2, 1), (11)

where e(zy,-) = 0, and where the matrix D € R?*? is assumed to admit the
following spectral factorization: Given 0 < d~ < d and 0 < dT < d with
d= +dt = d, we can write

p-aagt a= M L] (12

where the Jordan blocks that constitute A~ € R? X<~ (respectively At €
]R”ﬁx’#) are those that contain the eigenvalues \; of D for which A; < 0
(respectively RA; > 0). Since d* > 0, the point z, is an unstable equilibrium
point of the ODE z(t) = b(z(t),t), in the sense that the ODE solution will only
be able to converge to z, along a specific so-called invariant manifold which
precise characterization will be given in Section 7.1 below.

We now consider a stochastic algorithm that is built around this ODE. The
condition d* > 0 makes that z, is a trap that the algorithm should desirably
avoid. The following theorem states that this will be the case if the noise term
of the algorithm is omnidirectional enough. The idea is to show that the case
being, the algorithm trajectories will move away from the invariant manifold
mentioned above.

Theorem 4.1. Given a sequence (,) of nonnegative deterministic stepsizes
such that > 7, = 400, > 72 < 400, and a filtration (.%,), consider the
stochastic approximation algorithm in R%

Zn+1 = Zn + ’VnJrlb(Zna Tn) + Yn+1"Mn+1 + Yn+1Pn+1

where 7, = >°}'_; 7. Assume that the sequences (1,,) and (p,) are adapted
to %,, and that zy is .#o-measurable. Assume that there exists z, € R? such
that Eq. (11) holds true on V x R4, where V is a neighborhood of z,. Consider
the spectral factorization (12), and assume that d* > 0. Assume moreover that
the function e at the right hand side of Eq. (11) satisfies the conditions:

i) e(zy,-) = 0.
i) On VxR, , the functions 05 0 e(z, t) exist and are continuous for 0 < n < 2
and 0 < k+n <2.
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ii1) The following convergence holds :

lim [dre(z 1) = 0. (13)

(z,t) = (24,00
iv) There exist tq > 0 and a neighborhood W C R? of z, s.t.

sup ||Oze(z,t)]] < + oo and sup ||0fe(z,t)|| < + oo.
ZEW,t>to ZEW,t>to

Moreover, suppose that :

v) 3, 1pn+1l?1s, ew < oo almost surely.
vi) Umsup E[||n,s1]|*| Znlls, ew < 0o, and E[nyi1 | Fn]l., ew = 0.
vii) Writing 7, = Q~'n, = (7, ,7,) with 7;" € R4 for some c2 > 0, it holds
that
liminf B[54 1* | Za)lz,ew > Pl ew .

Then, P([z, — z]) = 0.

Remark 9. Assumptions i) to i) of Th. 4.1 are related to the function e
defined in Eq. (11), which can be seen as a non-autonomous perturbation of
the autonomous linear ODE z(¢) = D(z(t) — z4). These assumptions guarantee
the existence of a local (around the unstable equilibrium z,) non-autonomous
invariant manifold of the non-autonomous ODE z(t) = b(z(t),t) with enough
regularity properties, as provided by Prop. 7.1 and Prop. 7.3 below.

4.2. Application to the stochastic algorithms
4.2.1. Trap avoidance of the general algorithm 1

In Th. 3.1 above, we showed that the sequence (z,) generated by Algorithm 1
converges almost surely towards the set T defined in Eq. (2). Our purpose now
is to show that the traps in T (to be characterized below) are avoided by the
stochastic algorithm 1 under a proper omnidirectionality assumption on the
noise.

Our first task is to write Algorithm 1 in a manner compatible with the state-
ment of Th. 4.1. The following decomposition holds for the sequence (z, =
(U, My, Tpn),n € N) generated by this algorithm:

Zn41 = Zn + Yn419(Zn, Tn) + Ynd 1Mt 1 + Yns1Pnsls

My _ M1

’ Vup+e VUnt1+€

crement with respect to the filtration (.%,,) which is defined by Eq. (28).
Observe from Eq. (2) that each z, € T is written as z, = (vy,0,x,) where

T, € zer VF, and v, = ¢ 'pooS(xy) (in particular, z, and z, are in a one-to-

one correspondence). We need to linearize the function ¢(-,¢) around z,. The

following assumptions will be required.

where pnp41 = (O ,0 ), and where 7,41 is the martingale in-
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Assumption 4.1. The functions F' and S belong respectively to C*(R%, R)
and C*(RY,R%).

Assumption 4.2. The functions h,r,p,q belong to C!((0,00),Ry) and have
bounded derivatives on [tg, +00) for some to > 0.

Lemma 4.2. Let Assumptions 2.4-i) to iii), 4.1 and 4.2 hold. Let z, = (v4, 0, )
€ T. Then, for every z € Z; and every ¢ > 0, the following decomposition holds
true:

9(2,t) = D(z = 2) + e(z,t) + c(t),

—Goold 0 Poo VS (24) p(t)S(z4) — a(t)vs
where D = 0 ~Tooly hooV2F(x4)|, c(t) = 0 ,
0 -V 0 0

and the function e(z,t) (defined in Section 7.3.1 below for conciseness) has the
same properties as its analogue in the statement of Th. 4.1.

Using this lemma, the algorithm iterate z,41 can be rewritten as an instance
of the algorithm in the statement of Th. 4.1, namely,

Zn+1 = ”n + 'Yn+1b(z7u Tn) + Tn+1"n+1 + Tn+1Pn+1, (14)

where in our present setting, b(z,t) = g(z,t) — c¢(t) = D(z — z«) + e(z,t) and
pn = ¢(Tn—1) + pn-. In the following assumption, we use the well-known fact that
a symmetric matrix H has the same inertia as AH AT for an arbitrary invertible
matrix A.

Assumption 4.3. Let x, € zer VF, let v, = ¢ !pooS(24), and define the diag-
onal matrix V = diag((v, +£)®~2) as in (8). Assume the following conditions:

Z) Zn (qoopn _pooqn)2 < 00,
ii) The Hessian matrix V2F(z,) has a negative eigenvalue.
iii) There exists § > 0 such that sup,cp(,, 5 Eell|VFf(z,&)[®] < oo.
w) Defining IT, as the orthogonal projector on the eigenspace of V2 V2F (z,)V 2
that is associated with the negative eigenvalues of this matrix, it holds that

I, VEE(V f(x.,6) = VF(2.))(Vf (24, €) — VF(2,)) "V 3L, £0.

Theorem 4.3. Let Assumptions 2.4, 3.3, and 4.1, 4.2 hold true. Let z, € T be
such that Assumption 4.3 holds true for this z,. Then, the eigenspace associ-
ated with the eigenvalues of D with positive real parts has the same dimension
as the eigenspace of V2F(z,) associated with the negative eigenvalues of this
matrix. Let (2, = (vn, mp,2,) : n € N) be the random sequence generated by
Algorithm 1 with stepsizes satisfying > ~, = +oo and Y 72 < +oo. Then,
P([zn, — 2]) = 0.

The assumptions and the result call for some comments.

Remark 10. The definition of a trap as regards the general algorithm in the
statement of Th. 4.1 is that the matrix D in Eq. (11) has eigenvalues with
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positive real parts. Th. 4.3 states that this condition is equivalent to V2F(x,)
having negative eigenvalues. What’s more, the dimension of the invariant sub-
space of D corresponding to the eigenvalues with positive real parts is equal to
the dimension of the negative eigenvalue subspace of V2F(x,). Thus, Assump-
tion 4.3—iv) provides the “largest” subspace where the noise energy must be non
zero for the purpose of avoiding the trap.

Remark 11. Assumptions 4.2 and 4.3-7) are satisfied by many widely studied
algorithms, among which RMSPRrROP and ADAM.

Remark 12. The results of Th. 4.3 can be straightforwardly adapted to the
case of (ODE-1"). Assumption 4.3-iv) on the noise is unchanged.

In the case of the S-NAG algorithm, the assumptions become particularly
simple. We state the afferent result separately.

4.2.2. Trap avoidance for S-NAG

Assumption 4.4. Let x, € zer VI and let the following conditions hold.

i) The Hessian matrix V2F(x,) has a negative eigenvalue.
it) There exists § > 0 such that sup,¢p(,, 5 Ee[l|V.f (2, &[] < 0.
iii) T Ee(V (s, &) — VF(2,))(Vf(24,8) — VF(2,)) T, # 0, where TI, is
the orthogonal projector on the eigenspace of V2F(z,) associated with its
negative eigenvalues.

Theorem 4.4. Let Assumptions 2.4, 3.1, 4.1 and 4.4 hold. Define y, = (0, z).
Let (Y, = (Mn,xy,) : n € N) be the random sequence given by Algorithm 2 with
stepsizes satisfying >, v, = +o00 and Y, v2 < +oo. Then, P([y,, — v4]) =0.

4.3. Related works

Up to our knowledge, all the avoidance of traps results that can be found in
the literature, starting from [38, 12], refer to stochastic algorithms that are dis-
cretizations of autonomous ODE’s (see for e.g., [10, Sec. 9] for general Robbins
Monro algorithms and [33, Sec. 4.3] for SGD). In this line of research, a pow-
erful class of techniques relies on Poincaré’s invariant manifold theorem for an
autonomous ODE in a neighborhood of some unstable equilibrium point. In our
work, we extend the avoidance of traps results to a non-autonomous setting,
by borrowing a non-autonomous version of Poincaré’s theorem from the rich
literature that exists on the subject [16, 30].

In [23], the authors succeeded in establishing an avoidance of traps result
for their non-autonomous stochastic algorithm which is close to our S-NAG
algorithm (see the discussion at the end of Section 3.4 above), at the expense of a
sub-Gaussian assumption on the noise and a rather stringent assumption on the
stepsizes. The main difficulty in the approach of [23] lies in the use of the classical
autonomous version of Poincaré’s theorem (see [23, Remark 2.1]). This kind of
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difficulty is avoided by our approach, which allows to obtain avoidance of traps
results with close to minimal assumptions. More recently, in the contribution of
[22] discussed in Sec. 3.4, the authors establish an avoidance of traps result (][22,
Th. 3]) for the algorithm described in Eq. (6) using techniques inspired from
[38, 10]. As previously mentioned, this recent work does not handle momentum
and hence neither Algorithm 1 nor Algorithm 2. Moreover, as indicated in our
discussion of [23], our strategy of proof is different.

Taking another point of view as concerns the trap avoidance, some recent
works [31, 20, 27, 35, 36] address the problem of escaping saddle points when
the algorithm is deterministic but when the initialization point is random. In
contrast to this line of research, our work considers a stochastic algorithm for
which randomness enters into play at each iteration of the algorithm via noisy
gradients.

5. Proofs for Section 2
5.1. Proof of Th. 2.1

The arguments of the proof of this theorem that we provide here follow the
approach of [9] with some small differences. Close arguments can be found in [8].
We provide the proof here for completeness and in preparation of the proofs that
will be related with the stochastic algorithms.

5.1.1. FExistence and uniqueness

The following lemma guarantees that the term y/v(t) + ¢ in (ODE-1) is well-
defined.

Lemma 5.1. Let ¢ty € Ry and T € (o, 00]. Assume that there exists a solution
z(t) = (v(t),m(t),x(t)) to (ODE-1) on [tg,T) for which v(tg) > 0. Then, for all
t € fto,T), v(t) > 0.

Proof. Assume that v £ inf{t € [to,T), v(t) < 0} satisfies v < T If v(ty) > 0,
Gronwall’s lemma implies that v(t) > v(tg) exp(— ftto q(t)) on [to,v] which is in
contradiction with the fact that v(v) = 0. If v(tg) = 0, since v < T, there exists
t1 € (to,v) s.t. v(t1) < 0. Hence, using the first equation from (ODE-1), we
obtain v(¢1) > 0. This brings us back to the first case, replacing to by ¢;. O

Recall that F, = inf F' is finite by Assumption 2.2. Of prime importance in
the proof will be the energy (Lyapunov) function € : Ry x Z, — R, defined as

2
€(h,z) = h(F(m) - F*) + = m

;| (15)

for every h > 0 and every z = (v,m,x) € Z,. This function is slightly different
from its analogues that were used in [3, 8, 9].
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Consider (t,z) € (0,400) x Z4 and set z = (v,m,x). Then, using Assump-
tion 2.1, we can write

8t5(h(t); Z) + <vzg(h(t)a Z),g(Z,t»

1, m®2
= BOF(E) ~ F) = s p0S(a) —alt)
S V() = tm) — (e WOV ()
A\ [|_m ", p(t) me?
<= (-2 || +howw -r) - Bise,

(16)

With the help of this function, we can now establish the existence, the unique-
ness and the boundedness of the solution of (ODE-1) on [tg,00) for an arbi-
trary to > 0.

Lemma 5.2. For each ¢ty > 0 and zp € Z;, (ODE-1) has a unique solution on
[to, 00) starting at z(tg) = z9. Moreover, the orbit {z(t) : ¢ > t¢} is bounded.

Proof. Let tg > 0, and fix zg € Z,. On each set of the type [to, o+ A] x B(z9, R)
where A, R > 0 and B(z9, R) C (—¢,00)% x R? x R?, we easily obtain from our
assumptions that the function g defined in (1) is continuous, and that g(-,t) is
uniformly Lipschitz on ¢ € [tg,to + A]. In these conditions, Picard’s theorem
asserts that (ODE-1) starting from z(tg) = 2o has a unique solution on a certain
maximal interval [tg, T'). Lem. 5.1 shows that v(¢) > 0 on this interval.

Let us show that T' = co. Applying Ineq. (16) with (v, m,z) = (v(¢), m(¢),x(t))
and using Assumption 2.4, we obtain that the function t — E(h(¢),z(t)) is
decreasing on [tg,T). By the coercivity of F (Assumption 2.2) and Assump-
tion 2.4-i), we get that the trajectory {x(¢)} is bounded. Recall the equation
m(t) = h(t)VF(x(t)) —r(t)m(¢). Using the continuity of the functions VF', h and
r along with Gronwall’s lemma, we get that {m(¢)} is bounded if T' < co. We
can show a similar result for {v(¢)}. Thus, {z(¢)} is bounded on [to,T) if T' < 0o
which is a contradiction, see, e.g., [25, Cor.3.2].

It remains to show that the trajectory {z(¢)} is bounded. To that end, let us
apply the variation of constants method to the equation m(t) = h(t)VF(x(t)) —
r(t)m(t). Writing R(t) = fti r(u) du, we get that

% (eR(t)m(t)) = ROV (x(1)).

Therefore, for every t > tg,
t
m(t) = e " m(to) + / TR (1) V F (x(u))du.
to

Using the continuity of VF' together with the boundedness of x, Assumption 2.4
and the triangle inequality, we obtain the existence of a constant C' > 0 inde-
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pendent of t s.t.

[m(t) — m(to)]| — [[m(to)]| < Ch(to)/ S OLT

to

t
h
< C’h(to)/ e—rtt=u) gy, < CNEO).

to Too

The same reasoning applies to v(t) using the continuity of S and Assumption 2.4.
This completes the proof. O

We can now extend this solution to ¢ty = 0 along the approach of [9], where the
detailed derivations can be found. The idea is to replace h(t) with h(max(n,t))
for some 1 > 0 and to do the same for p, q, and r. It is then easy to see that the
ODE that is obtained by doing these replacements has a unique global solution
on R;. By making n — 0 and by using the Arzela-Ascoli theorem along with
Assumption 2.5, we obtain that (ODE-1) has a unique solution on R,.

5.1.2. Convergence

The first step in this part consists in transforming (ODE-1) into an autonomous
ODE by including the time variable into the state vector. More specifically, we
start with the following ODE:

0] o] g, [0 —[9],

1

then, we perform the following change of variable in time

e

allowing the solution to lie in a compact set.

We initialize the above ODE at a time instant ¢y > 0. Define the functions
H,R,P,Q : Ry — Ry by setting H(s) = h(1/s), R(s) = r(1/s), P(s) = p(1/s);
Q(s) = q(1/s) for s > 0; H(0) = hoo, R(0) = 70, P(0) = poo and Q(0) = ¢uo. Our
autonomous dynamical system can then be described by the following system
of equations:

v(t) )S(x(t)) — Q(s(t))v(t)

)VE(x(t)) — R(s(t))m(t)
t

P(s(t)
)

m(t H(s(t

k(f&)) :_(S(mU (17)
v(t)+e

s(t) = —s(t)?

Since the solution of the ODE §(¢) = —s(¢)? for which s(tg) = 1/t¢ is s(t) = 1/t,
the trajectory {s(¢)} is bounded. The three remaining equations are a reformu-
lation of (ODE-1) for which the trajectories have already been shown to exist
and to be bounded in Lem. 5.2. In the sequel, we denote by ® : Z; x R, —
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Z, x R4 the semiflow induced by the autonomous ODE (17), i.e., for every
u=(z,8) € Zx xRy, ®(u,-) is the unique global solution to the autonomous
ODE (17) initialized at u. Observe that the orbits of this semiflow are precom-
pact. Moreover, the function ®((z,0),-) is perfectly defined for each z € Z
since the associated solution satisfies the ODE (19) defined below, which three
first equations satisfy the hypotheses of Lem. 5.2.

Consider now a continuous function V' : Z; x Ry — R defined by:

V(u)=E(H(s),2), u={(z5)€ 2y x(0,00).
As for Ineq. (16) above, we have here that

GV (@) < - (- L)

m(t) 2

(v(t) +)%

m(t)®2
(v(t) +e)2

if s > 0, and the same inequality with (h(¢), p(t),r(t),q(t)) being replaced with
(0, Poo, ooy Goo) Otherwise.

Since V o ®(u,-) is non-increasing and nonnegative, we can define V,, £
limy o0 V(®(u,t)). Let w(u) £ NyooUps s P(u,t) be the w-limit set of the semi-
flow @ issued from u. Recall that w(u) is an invariant set for the flow ®(u,-),
and that

)

dist(®(u, t),w(u)) = 0,

see, e.g., [24, Th. 1.1.8]). In order to finish the proof of Th. 2.1, we need to make
explicit the structure of w(u).
We know from La Salle’s invariance principle that w(u) C V~1(V4,). In par-
ticular,
Yy € w(u), Vi >0, V(®(y,1)) =V(y) = Vo (18)

by the invariance of w(u).
From ODE (17), we have that any y € w(u) is of the form y = (z,0) since
s(t) — 0. As a consequence, ®(y, ) is a solution to the autonomous ODE

V() =PeoS(x(1) — goov(t)

M(t) = hoo VE(X(t)) — reom(t)
x(t) =-
st) =0.

The three first equations can be written in a more compact form :
2(t) = goo(z(t)) (20)
where z(t) = (v(t), m(t),x(t)), and

PooS () = goov
goo(2) = lim g(z,t) = hooVF(‘r) — T

t—o00 _m/ /71}4_5
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for each z € Z,. Consider y = (v,m,z,0) € w(u). Using Eq. (18), we obtain
that dV(®(y,t))/dt = 0, which implies that

(=%

for all (v(t), m(t),x(t),0) = ®(y,t). As a consequence, Assumption 2.4-iv) gives
m(t) = m = 0, and then, x(t) = « for some z s.t. VF(z) = 0 using ODE (19).
We now turn to showing that v(t) = v = pooS(2)/¢oc. We have proved so far
that any element y € w(u) is written y = (v,0,2,0) where VF(z) = 0. The
component v(-) of ®(y,-) is a solution to the ODE V(t) = psoS(x) — ¢oov(t) and
is thus written

m(t)
(v(t) +2)®7

Y P gy, MO
S0, o ) =0

_ PoS(x) —qoot oS (2)
v(t) =P e (v . ) (21)
Fixing x, let S, be the section of w(u) defined by:

Sow(u) = {y € w(u) : y=(9,0,2,0), 5 e RL}.

As w(u) is invariant, we have Spw(u) = S, ®(w(u), ) for all t > 0. Since the set
{o € R%s.t.(9,0,2,0) € S;w(u)} lies in a compact, we deduce from Eq. (21)
that this set is reduced to the singleton {pooS(x)/¢e0} and in particular v =
DooS()/goo. Therefore, the union of w-limit sets of the semiflow ® induced by
ODE (17) coincides with the set of equilibrium points of this semiflow. The
latter set itself corresponds to the set of points (z,0) s.t. z € zer goo. It remains
to notice that T = zer go, to finish the proof.

Remark 13. Commenting on Remark 3, the same proof works for (ODE-1')
by using the function F' — F} as a Lyapunov function. The corresponding limit
set (as t — +00) is then of the form

{00 = (D00 Too) ERL X R 1 VF(i00) = 0,500 = PooS(Too) /oo }-

Similarly, if we set p = q = 0 in (ODE-1) and we keep what remains in Assump-
tion 2.4, the function h(t)(F(z) — Fy) + 1|/m||* works as a Lyapunov function,
and the limit set has the form {(0,z) : VF(z) = 0}.

5.2. Proof of Th. 2.2

The existence and the uniqueness of the solution to (ODE-N) have been shown
in the literature. We refer to [13, Prop. 2.1-2.2.c)] for an identical statement of
this result and [41, Th. 1, Appendix A] for a complete proof. The boundedness
of the solution follows immediately from the coercivity of F together with the
fact that the function ¢ — F(x(t)) + 3| /m(t)]|? is nonincreasing.

Concerning the convergence statement, our proof is based on comparing the
solutions of (ODE-N) to the solutions of the ODE in [23, Eq. (2.3)]. We first
note that under a change of variable, a solution to (ODE-N) gives a solution to
23, Eq. (2.3)].
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Lemma 5.3. Let (m,x) be a solution to (ODE-N). Define y(t) = ng;;/z) ,
u(t) =x (kV1t), with & = v2a +2 and 8 = % Then, (y,u) verifies
y(t) = F(VF (1)) —y(1))
{w) e 22

Proof. By simple differentiation, we get:

(0= 7 |V (x60v) = ~2m (5V8)| = 55 (1) = 7 (97 ((0) - y(0)

a(t) = —Wm (wVE) = ().

Consider a solution (m,x) of (ODE-N) starting at (mg,zo) € R? x R%. As in
Section 5.1.2, for every ¢y > 0, on [tg, +00), we have that (m,x,s) is a solution
to the autonomous ODE

m(t) =VF(x( ) — as(t)m(t)
x(t) —m(t) (23)
(t) = —s(t)?,

starting at (mo, o, 1/to). Denote by ®n = (PR, &%, %) the semiflow induced
by ODE (23) and wy ((mo,xo, 1/to)) its limit set.

Define (y,u) as in Lem. 5.3. Starting at (y(to),u(to), 1/to), we also have that
(y,u,s) is a solution on [ty, +00) to the “autonomized” Heavy-Ball ODE

y(t) = Bs()(VF(u(t))) —y(?))
u(t) =-y() (24)
s(t) = —s(t)?.

Denote by @y = (@Y, DY, P5;) the semiflow induced by ODE (24) and

wr ((y(to),u(to), 1/t9)) its limit set.

Lemma 5.4. For any compact set K C R2*! and any T > 0, the family of
functions {®(z,-) : [0,T] — RQdH}ZeK , where ® is either ®y or @y, is rela-
tively compact in (C°([0, T], R2+1) |||l oo)-

Proof. The map ® : R4+ xR, — R2*! is continuous, hence uniformly contin-
uous on K x [0, T]. The result follows from the application of the Arzela-Ascoli

theorem to the family {®(z,-) : [0,7] — R2d+1}Z€K. O

Let (m,z,0) € wn((mo,o,1/ty)). There exists a sequence (f) of nonneg-
ative reals such that (m,z,0) = limg_oo(M(tx),x(tx), 1/tx). For any T > 0,
using Lem. 5.4, up to an extraction, we can say that the sequence of functions
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{®n((m(t), x(tk), 1/tr), )} converges towards (m, X,0) in C°([0, T], R?), where
(m,X) is a solution to

(25)

sup {[&(ev/R) = D ((m(t) x(01),1/60), VD)
he[0,T2 /2]
= sup x(kVh) — ®% ((m(ty), x(tx), 1/t), h)‘ P 0. (26)
hel0,T2/x2] —+o0

Using Lem. 5.4, up to an additional extraction, we get on C°([0, T2 /2], R24+1)
that {® g ((x(tk), m(tk), 1/tr), ) }x converges to (u,y,0), where (u,y) is a solution

to
i) =0
{uos) — 27

Therefore, u(t) = A+ Bt for some A and B in R%. Imagine that B # 0. We pre-
viously proved that x (and therefore u) is bounded by some constant C' > 0. Let

T > Cmf“. Up to an extraction, we obtain that {® g ((x(tx), m(tk), 1/tr), )}k

converges to u’ on C°([0,7"], R4+ with u’(t) = A’ + B't for some A’ and
B’ in R%. We then have by uniqueness of the limit that A’ = A and B’ = B.
As a consequence, ||u'(T")|| = ||A+ BT'|| > C and we obtain a contradiction.
Hence B = 0.

This implies that u is constant. Then, if we go back to Egs. (26) and (25),
we get that X is constant, hence m = 0 and then VF(x) = 0. In particular, this
means that m = m(0) =0 and VF(z) = VF(x(0)) = 0.

6. Proofs for Section 3
6.1. Preliminaries

We first recall some useful definitions and results. Let ¥ represent any semiflow
on an arbitrary metric space (F,d). As in the previous section, a point z € E
is called an equilibrium point of the semiflow ¥ if U(z,¢) = z for all ¢ > 0.
We denote by Ay the set of equilibrium points of ¥. A continuous function
V: E — Ris called a Lyapunov function for the semiflow W if V(¥(z,t)) < V(z)
for all z € E and all t > 0. It is called a strict Lyapunov function if, moreover,
{z€E :v¥t>0,V(¥(z,t) =V(z)} = Ag. If V is a strict Lyapunov function
for ¥ and if z € F is a point s.t. {U(z,¢) : ¢ > 0} is relatively compact, then
it holds that Ay # @ and d(¥(z,t),Ag) — 0, see [24, Th. 2.1.7]. A continuous
function z : [0, +00) — E is said to be an asymptotic pseudotrajectory (APT,
[11]) for the semiflow W if limy—, 4 o SUP, (o ) d(2(t+5), ¥(2(t), s)) = 0 for every
T € (0,+00).
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6.2. Proof of Th. 3.1

Recall that @ is the semiflow induced by the autonomous ODE (17) which is
an “autonomized” version of our initial (ODE-1). In the remainder of this sec-
tion, the proof will be divided into two main steps : (a) we show that a certain
continuous-time linearly interpolated process constructed from the iterates of
our algorithm 1 is an APT of ®; (b) we exhibit a strict Lyapunov function for
a restriction to a carefully chosen compact set of a well chosen semiflow related
to ®. Then, we characterize the limit set of the APT using [10, Th. 5.7] and
[10, Prop. 6.4]. The sequence (z,) converges almost surely to this same limit set.

(a) APT. For every n > 1, define z, = (vn, My, Tn—1) (note the shift in the
index of the variable z). We have the decomposition

Zn+1 = Zn + 'Vn-i-lg(zna Tn) + Yn+17Mn+1 + Yn+1Sn+1 5
where g is defined in Eq. (1),
Mn+1 = (pn(vf(fn»§n+1)®2 - S<xn))7 hn(vf(xnvfn+1) - VF(xn))v 0) ) (28)

is a martingale increment and where we set ¢,41 = (S, 1,57% 1, Snyq) With the
components defined by:

§7111+1 pn(S(In) - S(xn—l))
ho(VF(2zy,) — VF(2,-1))

s =G -V
We first prove that ¢, — 0 a.s. by considering the components separately. The

components ¢ ; and ¢, converge a.s. to zero by using Assumptions 2.1,
2.3, together with the boundedness of the sequences (p,) and (h,) (which
are both convergent). Indeed, since VF is locally Lipschitz continuous and
the sequence (z,) is supposed to be almost surely bounded, there exists a
constant C s.t. ||VF(z,) — VE(zp_1)|| < Cllzn — zn—1| < g'ynHmnH The
same inequality holds when replacing VF by S which is also locally Lipschitz
continuous. The component ¢7,; also converges a.s. to zero by observing that
lopqll <1 — WZ’; lmy||/+/€ and using Assumption 3.2 together with the a.s.
boundedness of (z,). Now consider the martingale increment sequence (1),
adapted to F,,. Take 6 > 0. Since (z,) is a.s bounded, there is a constant C’ > 0
such that P(sup ||lz,| > C’) < &. Denoting 7, £ 9,1, <’ and combining
Assumptions 2.4 with 3.4-i) we can show using convexity inequalities that

Sntk1

sup K| 71| < oco.
n
Then, we deduce from this result together with the corresponding stepsize as-

sumption from 3.4-i) and [10, Prop. 4.2] (see also [34, Prop. 8]) the key property:

n—oo

L—-1
VT >0, max{HZ’kaf]kHH : L:n+1,...,J(Tn+T)}L>0 (29)
k=n
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where J(t) = max{n > 0 : 7, < t}. Hence, for all T > 0, with probability at
least 1 — 6 :

L-1
max{HZ'kankHH : L:n+1,...,J(Tn+T)} — 0. (30)
k=n

n— oo

Since 0 can be chosen arbitrary small, Eq. (30) remains true with probability 1.
This result also holds under Assumption 3.4-ii) (instead of 3.4-1)) by applying
[10, Prop. 4.4].

Let z : [0,400) — Z4 be the continous-time linearly interpolated process
given by

2n+1 - Zn

zt) =z, + (t— 1)
Yn+1

(Vn € N, Vt € [T, Tnt1))
(where 7, = >3 _; Yk). Let to > 0. Define w : [tg, 00) — Z x (0,1/t] by

u(t) = [zl(/?] , for t>ty>0.

Using Eq. (30) and the almost sure boundedness of the sequence (z,) along
with the fact that ¢, converges a.s. to zero, it follows from [10, Prop. 4.1, Re-
mark 4.5] that w(t) is an APT of the already defined semiflow ® induced by (17).
Remark that it also holds that z(t) is an APT of the semiflow ®>° induced
by (20). As the trajectory of u(t) is precompact, the limit set

L(u) = [ u(ft, o))

t>to

is compact. Moreover, it has the form

L(u) = {S} , where S 2 ﬂ z([t,0)) . (31)

0
t>to
Our objective now is to prove that

In order to establish this inclusion, we study the behavior of the restriction ®|L
of the semiflow ® to the set L (which is well-defined since L is ®-invariant).
Remark that |
oS

3L = { : ] ,
where ®° is the semiflow associated to (20). In the second part of the proof, we
establish Eq. (32) combining item (a) we just proved with [10, Th. 5.7] and [10,
Prop. 6.4]. In order to use the latter proposition, we prove a useful proposition
in item (b).
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(b) Strict Lyapunov function and convergence. For every 6 > 0 and every
z = (v,m,x) € Z,, define:

W(;(U,m,l‘) £ goo(z) - 5<VF(:ZT),TTL> + 5“(]001) - pOOS($)||2 ) (33)

where, under Assumption 2.4-i), the function £ is defined by

£ocl2) £ lim £(6:2) = hoo(F(2) = F) 5| oy

1
t— 400 2 ‘ (34)

Proposition 6.1. Let t; > 0 and let Assumptions 2.1 to 2.4 and 3.5 hold
true. Let S be the limit set defined in Eq. (31). Let & : 8§ x [to, +00) — S
be the restriction of the semiflow ®* to S i.e., B (z,t) = ®>(z,t) for all
z € 8,t > tyg. Then,

i) S is compact.
i) ® is a well-defined semiflow on S.
iii) The set of equilibrium points of & is equal to Age N S.
iv) There Oecxists 0 > 0 s.t. Wy is a strict Lyapunov function for the semi-
flow ¢ .

Proof. The first point is a consequence of the definition of S and the bounded-
ness of z. The second point stems from the definition of ®>°. Observing that
3 is valued in S, the third point is immediate from the definition of Age.
We now prove the last point. Consider z € S and write 600(2,15) under the
form @ (z,t) = (v(t), m(t),x(t)). Notice that this quantity is bounded as a
function of the variable ¢t. For any map W : Z, — R, define for all ¢t > ¢,
Lw(t) £ limsup, o5 " (W(B (2,t 4 5)) — W(® (2,1))). Introduce G(z) £
—(VF(x),m) and H(2) £ ||geo? — pooS(2)||? for every z = (v,m,z) € Z,.
Consider ¢ > 0 (to be specified later on). We study Ly, = Le_ + dLg + 0Ly
Note that & (z,t) € SN Z, for all t >ty by an analogous result to Lem. 5.1
for ®©. Thus, t — Ex(® (2,1)) is differentiable at any point t > t, and
Le (t) = %500(6“(;:,7:)). Using similar derivations to Ineq. (16), we obtain
that

mt) |

— 35
(v(t) +e)3 (%)

Le (1) < — (Too - q%) ‘

We now study L. For every t > ¢,

La(t) = limsup s~ (—(VE(x(t + 5)), m(t 4 5)) + (VF(x(t)), m(t)))

s—0

< limsup s |VF(x(t)) = VF(x(t + ) [[[m(t + 5)|| = (VF(x(t)), m(?)) .

s—0

Let Ly r be the Lipschitz constant of VF on the bounded set {z : (v, m,x) € S}.
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Define C; £ sup, ||\/v(t) + €||. Then,

La(t) < Lyp limsup sTHIx(t) = x(t + s)[[[Im(t + 5)|| = (VF(x(t)), m(t))
< Lyp[x@m@)] = (VE(#)), m(?))
< Lop[xOIIm®) = hoo IVEX))I* + roc(VF (x(t)), m(t)

LVFCH% Too C1 2 Tooli 2

< _ _ r
_< PO )\ oo = =0 9P ()
(36)

m(t)
(v(t) + &)1

where we used the classical inequality |{a,b)| < ||a|?/(2u?) + u?||b]|?/2 for any
non-zero real u to derive the last above inequality. We now study Lp. For
every t > to,

L (t) = lim sup 57 (lasoV(t + 5) = PooS(x(t + 8))II* = l|goov(t) = pocS(x(t))[I*)

= limsup s~ (p3,[|S(x(t)) — S(x(t + 5))|*

s—0
+ 2P0 (S(x(t)) = S(x(t + 8)), gooV(t + 8) = PocS(X(1))))
+ 1im 57 ([lgoov(t + 5) = Poc S (X(1)[I* = gsev(t) = PooSX(B)II) -

The second term in the righthand side coincides with
~2Go0(PocS(X(t)) = goov(t), V(1)) = —24us|IPoc S (X(1)) — guev (1) >

Denote by Lg the Lipschitz constant of S on the set {x : (v,m,z) € S}. Note
that s71(||S(x(t+s)) = S(x(t)||?) < Ls||s~ ' (x(t+s) —x(¢))||* which converges
to zero as s — 0. Thus,
La(t) = —2¢0c[poo S (X(t)) — gV ()]
+ T sup 2pocs™ (S(x(0)) — S+ 5)), aoev(t + ) ~ P S(0)
s—0

< =200 [[Poc S (x(t)) = @V ($) 1 + 2poc [X(t)]| L [lgocV (£) — pooS(z(t))]]

m(t) 2 - ,
G 1ot || (e~ el Ipee S(X(H) — gV

(37)

Peo
T ezl

Recalling that Ly, = Lg + 0L + 0Ly and combining Egs. (35), (36)
and (37), we obtain for every t > tg,

m ’ ToolUd
o e G o LN

Lws(t) < ~M(©) .
-0 (2(]00 - poougLZS) [Po0S(x(t)) — QOOV(t)||2 - (38)
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1
LypC2
where M (§) £ ro — I= —§ (T;"u% + VEF% L+ 8’?;) . Now select u1, ug small
2

enough s.t. heo — Toot?/2 > 0 and 2¢o — poou3 L% > 0. Then, choose § in such
a way that M(d) > 0. Thus, there exists a constant ¢ depending on ¢ s.t. for
every t > to,

fw () < —¢ (Hm(t;

HIVE&E)? + [P S (x(1) = goov(t)I?

(39)

It can easily be seen that for every z € S, t — Wg(@oo(z,t)) is Lipschitz

continuous, hence absolutely continuous. Its derivative almost everywhere co-

incides with Lyy,, which is nonpositive. Thus, Ws is a Lyapunov function for

7. We prove that the Lyapunov function is strict. Consider z = (v, m,x) € S

s.t. Ws(®7(2,t)) = Ws(z) for all t > to. The derivative almost everywhere of
t— Wg(@oo(z, t)) is identically zero, and by Eq. (39), this implies that

(v(t) +€)®7

2

W + [[VEXE)I? + [[pocS(x(t)) — qu(t)”z)

is equal to zero for every ¢ > tp a.e. (hence, for every t > tg, by continuity
of 7). In particular for t = to, m = VF(z) = 0 and peoS(z) — goov = 0.
Hence, z € zer goo N S. This concludes the proof since Age = zer goo. O

End of the Proof of Th. 3.1. Finally, Assumption 3.5 implies that the
set Ws(Ag~ N S) is of empty interior. Recall that Assumptions 2.1 and 2.3
both follow from Assumption 3.3 made in Th. 3.1. Given Prop. 6.1, the proof
is concluded by applying [10, Prop. 6.4] to the restricted semiflow ®> (with
(M,A) = (S,A3)). Note that a Lyapunov function for Age is what is called a
strict Lyapunov function. Such a function is provided by Prop. 6.1. We obtain
as a conclusion of [10, Prop. 6.4] that S C Age. This gives the desired result
(Eq. (32)) given Prop. 6.1-ii).
The last assertion of Th. 3.1 is a consequence of [10, Cor. 6.6].

6.3. Proof of Th. 3.3
We can rewrite the iterates from Algorithm 2 as follows:

Mpy1 = My + 7n+1(VF(xn) - % mn) + ’Yn—&-l(vf(mnagn—i-l) - VF(xn))
Tn41 =Tn — Yn+1Mnp+41 -
(40)
We prove that the sequence (y, = (mpn,x,) : n € N) of iterates of this
algorithm converges almost surely towards the set T defined in Eq. (3) if it is
supposed to be bounded with probability one. The proof follows a similar path
to the proof in Section 5.2.
Indeed, denote by X and M the linearly interpolated processes constructed
respectively from the sequences (x,) and (m,) and let s(¢t) = 1/¢. Recall that



Barakat, Bianchi, Hachem, and Schechtman/Stochastic optimization with momentum 30

Oy = (PR, D%, DY) is the semiflow induced by (23). As in Section 6.2, we have
that Z £ (M, Xs) is an APT of (23). In particular, this means that

YT >0, sup ||X(t + h) — ®F(Z(t),h)|| —— 0. (41)
hel0,T] t—ro0

By Lem. 5.3, we also have that

sup
hel0,172/k?]

[X(t + wV/R) — 0% (2(1), 5V

— 0. (42)

= sup
t—o00

hel0,T2/k2]

X(t + wvV/h) — cpz,(za),h)]

Let (m, x) be a limit point of the sequence (y,,) and let T' > 0. Using Lem. 5.4,
we can proceed in the same manner as in Section 5.2 and get a sequence (t)
such that

(Mt + ), X(tx + ) = (m,x) and (% (Z(tx), ), e (Z(tk), ) — (v, u),

where (m(0),x(0)) = (m,z), and (m,x) and (x,u) are respectively solutions
to (25) and (27). As in the end of Section 5.2, we obtain that u and x are
constant, therefore m = 0 and VF(x) = 0, which finishes the proof.

6.4. Proof of Th. 3.2

The idea of the proof is to apply Robbins-Siegmund’s theorem [40] to

1 1
Vn = hn—lF(xn) + 5(7715?2, \/ﬁ

(note the similarity of V,, with the energy function (15)). Since inf F' > —oo,
we assume without loss of generality that F' > 0. In this subsection, we use the
notation V f,41 as a shorthand notation for V f(x,,&,+1) and C denotes some
positive constant which may change from line to line. We write E,, = E[- | %,,] for
the conditional expectation w.r.t the o-algebra .%,. Define P, = 1(D,,, m%?),

)

with D,, £ \/1)1? We have the decomposition:

1 1
Pn+1 - Pn - §<Dn+l - Dnam»r?.?-1> + §<Dn7m7?-2-1 - m'r<?2> (43)

We estimate the vector

_ VUptEe—\upy1 tE

Dyi1 — D, = .
+ Vonii FeO Vo, Fe
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Remarking that v,11 > (1 — ¥p+1¢n)vn and using the update rule of v, we
obtain for a sufficiently large n that

qnUn — pnvf
Tntt VUn F €+ /Unt1 + 5
Un
L+ V1T =911q0)Vvn + €
_ Tn+14n m@ \/ﬁ
I+ V1—="n410n Voo +€
< Cs1y/TnTT s (44)

Vo +€—/py1 +e=

S ’YnJrlqn (

Yn+19n
\/1—’Yn+1Qn(1+\/1—’Yn+1Qn)
Thus, for any § > 0, ¢11 < (¢oo + 20)75/2 for all n large enough. Using also

that \/Un11/v/Unt1 + € < 1, we obtain

where ¢, 41 = . It is easy to see that ¢u4+1/7n — ¢oo/2.

oo + 20

Substituting the above inequality in Eq. (43), we obtain

PnJrl_Pn

IA

(=52 B 0um2) + 5(Dumi?, - mi?)
Goo + 20
2

IN

doo + 20 1
Y P + (1 + 2’}%) §<Dn,mgf_1 —m&?).

Using anrl mP2 =2m, © (Mps1 —Mp) + (Mpr1 — my,)9?, and noting that

E (mn+1 mn) - ’YnJrlhnvF(xn) — Tn+1TnMnp,

1 My,
]En§<Dna mr??rl - m22> = Ynt1hn(VEF(2), ﬁ> = 2Ynt1mn Py

+ 5D Bl (1 = 7))

There exists § > 0 such that ro — &= — g > 0 by Assumption 2.4-iv). As
7”“ rp— %2 — 1o — 2= for all n large enough, 7”“ Tp— 42 > re— 4= —g > 0.

Hence for all n large enough

do O my,
E,P,.1 — P, < -2 _ e SN P VF o
ndnt+1 n > (Too 4 2) Yntn + 'Yn-‘rlhn< (xn); Un ¥ €>
+ Cy2(VF(z,), )+ C{Dp, Ep[(mpy1 — mn)®?]) . (46)

N

Using the inequality (u,v) < (||u]|? + ||v||?)/2 and Assumption 3.6-ii), it is easy
to show the inequality (VF(z,), W) < C(1+4 F(zy) + Pp). Moreover, using

the componentwise inequality (h,V foi1 — rnm,)®? < 2h2 an_H + 2r2m®?
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along with Assumption 3.6-ii) and the boundedness of the sequences (hy,), (,,)
and (Yn4+1/7n), We obtain

(D En[(mps1 —ma)P?]) < Cv2(1+ F(zn) + Pa). (47)
Combining Eq. (46) and Eq. (47), we get
]E7L(Pn+l - PTL) S 7n+1hn<vF(xn)v my © Dn> + 072(1 + F(xn) + Pﬂ) . (48)

Denoting by M the Lipschitz coeflicient of VF', we also have

2
YoM
F(anrl) < F(mn) - '7n+1<VF(xn)amn+1 © Dn+1> + +21 ||mn+1 © Dn+1H2 .
(49)

Using (45) and the update rule of m,,, we have
[Mmnp+1 © Dpy1 —myp © Dn||2

< Cll(mns1 = mn) ® Dyll* + C mp41 ® (Dnsr — D) I

< C2 o (IV s |2 + 1m0 © Do ||?) + 92y Iminss © Dylf® (50)
2 2
< Cyppr(Imn © Dull” + IV frgall?) -

Finally, recalling that V,, = h,,—1 F(x,) + Pp, (h,) is decreasing, combining
Eq. (48),(49),(50), and using Assumption 3.6, we have

En[Vas1] < Vi + Vg 1hn (VE(2), By [my © Dy — M1 @ Dyga])
+Cynia (1 + F(xn) + Py + [Imy, © Dn||2)
+ Cy 1 Balllmn © Dy — myy1 © Dy 1%
<V, +Cy2 (1 + F(2) 4 Py + |mn © D,||*> + E,, [||an+1\|2D

<Vp,+ C'Y?L(l + F(l'n) + Pn)
<A+ Cy)Va+ O,

where we used Cauchy-Schwarz’s inequality and the fact that |m, © D,|? <
CP,. By the Robbins-Siegmund’s theorem [40], the sequence (V;,) converges
almost surely to a finite random variable V., € R*. Then, the coercivity of F'
implies that (x,) is almost surely bounded.

We now establish the almost sure boundedness of (m,,). Assume in the sequel
that n is large enough to have (1 —~,,417,) > 0. Consider the martingale differ-
ence sequence A, 1 2 V1 — VF(x,). We decompose m,, = m,, + m, where
Mpt+1 = (1 - ’Yn-i—l’rn)mn + ’7n+1hnvF(xn) and mn+1 = (1 - 'yn-&-lrn)mn +
Ynt1hnApt1, setting mg = 0 and My = mg. We prove that both terms m.,
and m,, are bounded. Consider the first term: ||M,11]] < (1 — Y170 )||Mn]| +
Yn+1Supy, [[he VE (z1)||, where the supremum in the above inequality is al-
most surely finite by continuity of VF. We immediately get that if ||m,| >

%ZF(%)M then ||My,11| < ||Mnl. Thus
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supy, ||hi VF (zy)|]

oo

M1l < + Sl}ip’Yk-i-thkVF(xk)” 7

which implies that m, is bounded. Consider now the term m,,:

En[llfns1]*) = (1 = nsrra) 2 inl* + 5 R En | At %]
< llnll® + a1 AaBalll Ana |17 -

Then, the inequality E,[||An+1]?] < En[||Vfus1l?] combined with Assump-
tion 3.4-1) and the a.s. boundedness of the sequence (z,,) imply that there exists
a finite random variable Cxc (independent of n) s.t. E,[||V fri1]]?] < Ck. As a
consequence, since »_, v2,; < oo and the sequence (hy,) is bounded, we obtain
that a.s.:

S BB An 1 [P] € CCx Y 724 < +o0.
n>0 n>0

Hence, we can apply the Robbins-Siegmund theorem to obtain that sup,, ||/, ||?<
oo w.p.1. Finally, it can be shown that (v,) is almost surely bounded using the
same arguments, decomposing v, into v, + v, as above. Indeed, first, we have:

V£ = S(an) 7]

En[||7~)n+1”2] < ||1~)n”2 + '72+1p72LEn[
Second, it also holds that:
Eo[IVF7i = S@a)l®] S EalllVAZENP) < EallV fara ]

Then, using Assumption 3.4-i) and the a.s. boundedness of the sequence (),
there exists a finite random variable Cy. (independent of n) s.t. E,,[[|V fri1 ] <
Cf. Moreover, the sequence (p,) is bounded and ), 72, < oo. As a conse-
quence, it holds that a.s:

Y P Eall V= S(@a) ) < CC Yy < oo

n>0 n>0

It follows that the Robbins-Siegmund theorem can be applied to the sequence
|5, ]|% as for the sequence ||/, || to obtain that sup,, ||7,]|* < oo w.p.1.

6.5. Proof of Th. 3.4

The proof of Th. 3.2 easily adapts to Algorithm 2 by replacing V,, by
-~ 1
Vo & Fan) + 5

The boundedness of (m,,) is an immediate consequence of the convergence of V;,.
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6.6. Proof of Th. 3.5

We shall use the following result.

Theorem 6.2 (adapted from [37], Th. 7). Let £ > 1. On some probability
space equipped with a filtration # = (%, )nen, consider a sequence of r.v. on
RF given by

Zn1 = I+ Yns1H) Zp + Vg 1bng1 + VAnt1 st

and E[|| Zo]|?] < oo, where H is a k x k Hurwitz matrix, (b,,) and (7,,) are random
sequences, and v, = yon = for some vy > 0 and « € (0,1]. Let Qg € F, have
a positive probability. Assume that the following holds almost surely on €Qq:

1) E[nny1]Fn] = 0. _
ii) There exists a constant b > 2 s.t. sup,,~o E[[|[7n41°|-%n] < o0.
iil) Eny1mes1|Fn] = £+ A, where E[|A,]|1g,] — 0 and X is a positive
semidefinite matrix.
iv) The sequence (b,,) is the sum of two sequences (b, 1) and (by,2), adapted
to F, s.t. sup,~o E[||bn.1]|?] < 00, E[||bn.1]|1a,] — 0 and b, 2 — 0 a.s. on
Q.

Then, given Qq, (Z,) converges in distribution to the unique stationary distri-
bution g, of the generalized Ornstein-Uhlenbeck process

dX, = HX,dt + VXdB,

where (B;) is the standard Brownian motion and /¥ is the unique positive
semidefinite square root of ¥. The distribution y, is the zero mean Gaussian
distribution with covariance matrix I" given as the solution to (H + 12"“:01 I+

_ Y
D(H + %=t 0y)" = =%

Proof. The proof is identical to the proof of [37, Th. 7], only substituting the
inverse of the square root of X by the Moore-Penrose inverse. Finally, the unique-
ness of the stationary distribution u, and its expression follow from [28, Th. 6.7,
p. 357]. O

We define v,, = v, + d,, where 69 = 0, Uy = vg and

Ont1 = (1 = Yns14n)0n + Ynt1(Pn — an;olpoo)s(xn) )
Up4+1 = (1 - 'Yn—i—lQn)T}n + 'Yn—&—lqnqo_olpocs(xn)
+ ’7n+1pn(vf(xnv §n+1)®2 - S(xn)) .

For every z = (v,m,x) € Z; and § > 0, we define

1nd5' Poo(S(@ — Y =) — S(2))
rn(2,0) 2 | ha(VE(z =y =25=) — VF(2))
(v e om
v+e v+d+e

Yn+1
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Moreover, for every z = (v, m,x) € Z; and every n € N, we set

an(;olpoos(x) — gn?

gn(2) = | haVF(x) —rym
__On m
Yn+1 Vv+e

Defining ¢, = (Up,, Mn, Tn—1) and recalling the definition of (1,) from Eq. (28),
we have the decomposition

Cnt1 = G+ Ynt19n(Cn) + Yt 1Mna1 + Ynt17n(Cns On) -

Define z, £ (z,,0,v,). Note that g,(z,) = 0. Evaluating the Jacobian matrix
G, of g, at z,, we obtain that there exist constants C > 0, M > 0 and ng € N
s.t. for all n > ny,

9 (2) = Gn(z = 2)| < Cllz = 2l* (V2 € B(ar, M), (51)

where G, is given by

—qnla 0 In50 Poo VS (T4)

G, & 0 —rply h,V2F(2,) ;
0 " 0
TYn+1

where V.S is the Jacobian of S and the matrix V' is defined in Eq. (8). We define

—Qoold 0 pooVS(I*)
Goo 21mG,=| 0  —rocly hooV2F(z,)
" 0 -V 0

One can verify that G, is Hurwitz, and that the largest real part of its eigen-
values is —L/, where L' £ L A qo, and L is defined in Eq. (9).

We define Q) £ {2, — z.}. We assume P(Q(?)) > 0. Using for instance
[19, Lem. 4 and Lem. 5], it holds that &,(w) — 0 for every w € Q) and
since ., (W) — £,_1(w) — 0 on that set, we obtain that Q) = {¢,, — z,}. Let

M € (0, M) be a constant, whose value will be specified later on. For every
Ny € N, define Qs\?g £ {{, — z and Sup, >, [[Cn — 24| < M}. We seek to
show that \/%_1(@ — z,) = v given Q) for some Gaussian measure v, using
Th. 6.2. As Qg\?g 1 QO it is sufficient to show that the latter convergence holds
given (2583, for every Ny large enough. From now on, we consider that Nj is
fixed. We define the sequence (CNTI)TLZNU as 5N0 = (n, and for every n > Nj,

EnJrl = En + 7n+1§n(§n) + 7n+1(nn+1 + rn(éru §n))1An

where A,, is the event defined by

A2 () {llar =2l < MY {[IG0 — 2]l < M}
k=Ng
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and

9n(2) £ gn(2) Vs < — K (2 — 20 Lz >0
where K > 0 is a large constant which will be specified later on. The sequences
((Nn)nZNO and (Cp)n>nN, coincide on QS\% Thus, it is sufficient to study the weak
convergence of (Cn)n>n,-

An estimate of ||, (Cy, 0,)|| 1.4, - We start by studying the sequence (||, |14, )-
Unfolding the update rule defining d,, and using the fact that (g,) is a sequence
of positive reals converging to go, > 0, we obtain that

n n

16, )11, < IT 1t = vigi—1l| WPt — ar—105Pool 1S (zh-1) | L.a,,
k=1 | j=k+1

n n
<CY exp | =8 D v | wlpk-1 — G102 Dol £ Wi,
k=1 j=k+1

for some 8 > 0. The sequence (w,,) is deterministic and converges to zero by

19, Lem. 4]. There exists n; > ng s.t. w, < M. As v — L g Lipschitz and
Vote

VF and S are locally Lipschitz, for every z = (v,m,z) and 0 s.t. ||z — z|| < M
and [|6|| < M, we have

702, 8)|| < Crna || (v + 8 +€)O 2 ||m]|
+Oll(w+6+)°7% — (v+e)°7 2 |m]|
< Cyntillz = 2zl + Cloll|2 — 24 -

This implies that for every n > n;q,

Hrn(gna 6n)l|La, < Cvnt1 + wn)”iﬂ — 2| - (52)
Tightness of y/'}/n_l(én — 24). We decompose

§n+1—2’* = (13d+7n+1Gn)(§n_Z*)+’7n+1 (gn(én) - Gn(én - Z*)) ]lHé:n_Z*”SM
- 'YnJrl(K + Gn)(én - Z*)]l\|§n_z*|\>M =+ 'Yn+1(77n+1 + rn(&m 5n))]lAn . (53)

For a given ¢t > 0, we write Goo = B, 1@, B, the Jordan-like decomposition of
G oo, where the ones of the second diagonal of the usual Jordan decomposition
are replaced by t, and where B; is some invertible matrix. We define S,, £
Bt(cfn — z,). Setting Ggf) £ BthBt_l, we obtain

Spi1 = (Isa + Yn1GP)Sy + Vi1 B (gn(in) — Gn(Ga — Z*)) Lig,—zpi<m
— ’Yn-i-l(K =+ ngt))sn]l|\fn—z*||>M + ’Yn-i—lBt(nn-‘rl + rn(éna 671))]1An .
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Choose A € (0,2L") and A" € (A,2L'). There exists 4 and ¢ > 0 s.t. for every
v <, I +~Gell2 <1—~(A" 4+ 2L")/2, where || - ||2 is the spectral norm. As
GY) = G, there exists ny > ny, such that for all n > na, 1 I+~G t)Hg <1—~A.

Recall the notation E,, ]E[ | Z.,]. We expand |[|S,,+1]|?> and use the inequality
‘ In(Cn) = GnlCn — 24) ]ll\én—z*\|<M < C||S,||* to obtain after straightforward
algebra

Enl|Sns1l® < (1 = vns1A)ISnll* + Cyz 41 1]
+ O 1 Ballmas 1 | + 1 (s 60) 17 La,
+ 29 1Re (8B (9a(G) = Gulln = 2)) ) Ly, oyt
—2y1Re (S;(K + Ggp)sn) Lz, jon T 21 Re (S:;Btrn(fn,én)) 1a,.
Choose ¢ = (A’ — A)/2. If M is chosen small enough,

”gn(gn) _Gn(gn )HIL|K,L7Z*||<M ”BtH By 1||HCn_Z*||

Moreover, choosing K > sup,, HGS)HQ, it holds that Re (S,*L(K + Gg))5n> > 0.
Then,

En||Snt1l® < (1= vng1(A" = ))1Snll* + Cyp 41 1Sl
+ C1 Ballmaa I* + 70 (Gos 811 L, + 291 I BellllSn 17 (s 60 [ Lea, -
Using Eq. (52),

Enl[Sn41ll> < (1= ynt1(A" = = wp))[Snll® + C2 41 (14 w2)[|Snl?
+ Cvp 1 Bl 1, -

Therefore, there exists n3 > ny s.t. for all n > ngs,

El|Sn+1ll> < (1 = Y1 DE[Sn1? + C¥2 1 EUmns1 ] Lz, —a y<r) -

The second expectation in the righthand side is bounded uniformly in n by the
condition (7). Using [19, Lem. 4 and Lem. 5], we conclude that sup,, 7, *E||S, [|><
oo. Therefore, sup,, v, "E||C, —24||2 < 00, which in turn implies sup,, v, "E([|¢, —
Z*”Q]].Q(O)) < 0.

No
Strongly perturbed iterations. We define g, = \/%71(&1 — 2,). Define

G ’Yn-i,l-l ( n — 1) I3 + Tn G, .
Tn+1 Yn+1

The sequence G, converges to Go, 2 G
write

. (53), we can

Un1 = (Isd + Yn+1Goo)Un + Ynt1Tn + vV Int1in+1
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where 41 = Mpt11l4, and 7, = 7y 1 + Tp 2 + Ty 3, Where
_ -1 e = = N~
Tn,1 = vV In+1 rn(Cnaan)]lAn + (Gn - Goo)yn
— A -1 * *
Tn,2 = v/ Vn+1 (gn(cn) = Gn(Gn — Z*)) ]IHEH—Z*IISM
— A —1 =
Tn,3 = =V In+1 (K + Gn)(cn - Z*)]l|\§nfz*||>M'

We now check that the assumptions of Th. 6.2 are fulfilled. On the event Qg\(;z,

we recall that ¢, = (,, hence 7,3 is identically zero. Moreover, using Eq. (52),
it holds that for all n large enough,

1ol SC(\/ i <vn+1+wn>+|GnGm||) il
’Yn-‘rl

and therefore, E[||7,,1]|?] — 0. Now consider the term 7, 5. By Eq. (51),

IFn2ll < Oy N6 — 2 PLye, . y<ar -

Thus, [|7n2][? < C||gnl/* which implies that sup,,s y, E[||rn,2|[?] < oco. More-
over, E[||7n2]]] € Cy/AniiE|gnl|? tends to zero. Finally, consider #,41. Using
condition (7), there exist M > 0 and bys > 4 s.t.
En[l17+111"47%) < Enlllar il ] Lz, o, <
< CEn[HVf(xm£n+1)HbM]]len—m*IISM <C.

Moreover, E,[,+1] = 0 and finally, almost surely on Qg\?), B, [7nt1741] con-
verges to

Be [[P=(7 e 0~ S (VS 92 - s<x*>>r 0
DE S hooV f (24, €) hooV f (24, €) 0
0 0 0
(51)
Therefore, the assumptions of Th. 6.2 are fulfilled for the sequence g,. We
obtain the desired result for the sequence (m,,,z,—1). We now show that the

same result also holds for the sequence (m,,, x,). For this purpose, observe that

1 M, 1 My, n 0
VIYn [Tn — Tx _\/'Yn Tpn—1 — Tx \/}yj(xn_xn—l) ’

Then, notice that || =2—22=4| = /7| 22| < /2=
it is assumed that z, — z, (which implies in particular that m, — 0). Hence,
it holds that m_l(xn — Zp—1) converges a.s. to 0. We conclude by invoking
Slutsky’s lemma.

Proof of Eq. (10). We have the subsystem:

“h2.Q 0]

Myl — 0 as n — oo since

(0 —1oc)la hooVEF(zy)

A
where H = v 01,

(55)

. o
HT +TH [ 0 0
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and where Q £ Cov (Vf(z,,€)). The next step is to triangularize the matrix H

in order to decouple the blocks of I'. For every k = 1,...,d, set V]:: = -+

V12 /4 — hoomi, with the convention that /—1 = ¢ (inspecting the characteristic
polynomial of H, these are the eigenvalues of H). Set M* £ diag (I/it, e ,I/j:)
and R £ V-2 PM*PTV~%. Using the identities M+ 4+ M~ = —roI; and

MYM™ = hy diag (71, -+ ,mq), it can be checked that

RV 4014 0

- N I, Rt
RH = v VR 4+ 01, R, WhereR—[ } .

0 Iy

Set T' £ RI'RT. Denote by (fid‘)i,j:l,g the blocks of I'. Note that f‘g’z =T90.
By left /right multiplication of Eq. (55) respectively by R and R, we obtain

(R™V + 01011 +T11 (VR +0I) = —h% Q (56)
(RTV + 0I5 +T1o(RTV +0I,) =T,V (57)
(V]%+ + ofd)f‘gg + f272(R+V + GId) = Vfl,z + f‘IQV . (58)

Set Ty, = P~V V3 P. Define C 2 P~'V2QV3 P. Eq. (56) yields
(M~ +0I)T1 1 + T (M~ +01) = —h2.C.

Set f‘l’g_: P_lvéfl’gv_%P. Eq. (57) is rewritten (M_ +91d)f‘1’2 +f1’2(M+ +
0I;) =T'11. The component (k,£) is given by

—hZ Cre
(vy +vf +20) (v, +v, +20)

Set finally T'y 5 = P*1V*%F272V*%P. Eq. (58) becomes

(Mt +01)Ta+Too(MT +0I4) =T12+ f1T,2 :

B —h2 Cre 1 n 1
oy 20 (v, s +20) \vp buS 200 v by +20)
After tedious but straightforward computations, we obtain

h2 Ch.s
(Too — 20) (hoo (i + me) +260(0 — 7o) + % 7

and the result is proved.
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7. Proofs for Section 4
7.1. Preliminaries

Most of the avoidance of traps results in the stochastic approximation literature
deal with the case where the ODE that underlies the stochastic algorithm under
study is an autonomous ODE z = h(z). In this setting, a point z, € zerh
is called a trap if h(z) admits an expansion around z, of the type h(z) =
D(z — z) + o(||z — z4||), where the matrix D has at least one eigenvalue which
real part is (strictly) positive. Initiated by Pemantle [38] and by Brandiére and
Duflo [12], the most powerful class of techniques for establishing avoidance of
traps results makes use of Poincaré’s invariant manifold theorem for the ODE
z = h(z) in a neighborhood of some point z, € zerh. The idea is to show
that with probability 1, the stochastic algorithm strays away from the maximal
invariant manifold of the ODE where the convergence to z, of the ODE flow
can take place. As previously mentioned, since we are dealing with algorithms
derived from non-autonomous ODEs, we extend the results of [38, 12] to this
setting. The proof of Th. 4.1 relies on a non-autonomous version of Poincaré’s
theorem. We borrow this result from the rich literature that exists on the subject
[16, 30].

Let us start by setting the context for the non-autonomous version that we
shall need for the invariant manifold theorem. Given an integer d > 0 and a
matrix D € R?¢, consider the linear autonomous differential equation

3(t) = Dz(t), (59)

which solution is obviously z(t) = eP*z(0) for t € R. Let us factorize D as in (12),
and write D = QAQ ! with A = [A

A+
blocks that constitute A~ € R? %" (respectively AT € R *4") are those that
contain the eigenvalues A; of D such that R\; < 0 (respectively RA; > 0). Let

us assume here that both d~ and d™ are positive. It will be convenient to work
in the basis of the columns of @) by making the variable change

} where we recall that the Jordan

where y* € R?". In this new basis, the ODE (59) is written as

o

which solution is y*(¢) = exp(tAT)y*(0). One can readily check that for each
couple of real numbers a™ and o~ that satisfy

0<a” <a™ <min{R\; : R\; > 0}, (61)



Barakat, Bianchi, Hachem, and Schechtman/Stochastic optimization with momentum 41

there exists a so-called exponential dichotomy of the ODE solutions, which
amounts in our case to the existence of two constants K, KT > 1 such that

lexp(tA7)|| < K~e* * fort >0,
lexp(tAT)|| < Kte®™ fort <0,
see, e.g., [26].
We now consider a non-autonomous perturbation of this ODE, which is rep-
resented in the basis of the columns of () as

J() = h(y().1) with A(y,1) = [A

A+:| Y + E(yv t)a (62)

and € : R x R — R? is a continuous function. In the sequel, we shall be
interested in the asymptotic behavior of this equation for the large values of ¢,
and therefore, restrict our study to the interval I = [tg,00) for some given
to > 0 that we shall fix later. We assume that €(0,-) = 0 on I. We denote as
¢ : I x 1 xR — R the so-called general solution of (62), which is defined by
the fact that ¢(-,t, ) is the unique noncontinuable solution of (62) such that
é(t,t,x) = x for t € I and x € R?, assuming this solution exists and is unique
for each (z,t) € RY x .
In the linear autonomous case provided by the ODE (60), the subspace

TS| P

is trivially invariant in the sense that if (¢,y) € G, then, (s,¢(s,t,y)) € G
for each s € R. This concept can be generalized to the non-linear and non-
autonomous case. We say that the C' function w : R? x I — R defines
a global non-autonomous invariant manifold for the ODE (62) if w(0,¢) = 0

for all t € I, and, furthermore, if for each ¢t € I and each y~ € R? | writing
y=(y~,w(y,t)), the general solution ¢(s,t,y) = (¢~ (s,t,y), ¢ (s,t,y)) with
¢ (s,t,y) € R verifies ot (s, t,y) = w(¢p~(s,t,y),s) for each s € I. The non-
autonomous invariant manifold is the set

g;{(t, [w(z_,t)D cIxRY : y_ERd}7

which obviously satisfies (t,y) € G = (s,¢(s,t,y)) € G for each s € L.

These invariant manifolds are described by the following proposition, which
is a straightforward application of [39, Th. A.1] (see also [30, Th. 6.3 p. 106,
Rem. 6.6 p. 111]). It is useful to note that under the conditions provided in
the statement of this proposition, the existence of the general solution ¢ of the
ODE (62) is ensured by Picard’s theorem.

Proposition 7.1. Let I = [tg,00) for some t; > 0. Assume that the function
e(y,t) is such that £(0,) = 0 on I, the function €(+,¢) is continuously differen-
tiable for each t € I, and furthermore, the Jacobian matrix dye(y, t) satisfies

at —a~
leh £ sup  [|Oe(y,b)]] < ——

(63)
(y,t)ERIXI 4K
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with K = K-+ Kt + K-Kt(K~ VvV K") and a~,a* chosen as in Eq. (61).
Then, for each § € (2Ke|1, (T —a7)/2) and each v € (o™ 4+ 4,a™ —§), the set

G = {(t,y) ceIxRe : sup llo(s,t,y)|lexp(y(t — s)) < oo}
s>t
is nonempty, and does not depend on ~. Moreover, this set is a global invariant

manifold for the ODE (62) that is defined by a continuously differentiable map-
ping w: R* xI — R4 In addition, if the partial derivatives OFe : R? x T exist

and are continuous for k € {1,..., m} with globally bounded partial derivatives
el & sup [|9Fe(y, b)]| < oo, (64)
(y,t)ERIXI

under the gap condition
ma~ <at, meN¥ (65)

the partial derivatives O¥w : R? x T exist and are continuous with

sup |OFw(y=,t)|| < oo forall ke {1,...,m}. (66)
(y=,t)ERI™ xI

Finally, if 838{“5 exist and are continuous for 0 < n <m and 0 < k+n < m,
then w is m-times continuously differentiable.

Let us partition the function h(y,t) as

Wy, 1) [h‘(y,t)} _ [A‘y‘ +8‘(y,t)] , (67)

h(y )] [ATy* +eT(y,1)
where h*t : R x I — Rdi, yt € R and e* : R x I — R4, With these
notations, the previous proposition leads to the following lemma.
Lemma 7.2. In the setting of Prop. 7.i1, for each t in the interior of I and each
vector y = (y~,y*) such that y* € R¥" and y* = w(y~,t), it holds that
h*(y,t) = Ovw(y ™ t)h (y,t) + Daw(y ™, t). (68)

Assume that o~ is small enough so that Ineq. (65) and Eq. (64) hold true with
m = 2. Assume in addition that 920¥e exists and is continuous for 0 < n < 2
and 0 < k+n < 2, and furthermore, that there exists a bounded neighborhood
V C R? of zero such that

sup  ||Oee(y, t)|| < +oo. (69)
(y,t)eVXI

Then, there exists a neighborhood V= C R of zero such that

sup Halagw(y_,t)n < 400, (70)
(y—,t)eVv—xI
sup H(‘)%w(yﬂt)” < +00. (71)

(y—,t)ev—xI
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Proof. By Prop. 7.1, the general solution ¢(s,t,y) of the ODE (62) can be
written as ¢(s, t,y) = (¢ (s, t,9), 7 (s, 1, y)) with ¢7 (s, t,y) = w(d™ (s, t,9), s)
for each s € I. Equating the derivatives with respect to s of the two members
of this equation and taking s = ¢, we get the first equation.

Writing g : R~ x T — R, (y~,¢) = (y~,w(y~,t)), Eq. (68) can be rewritten
as

aQw(yia t) = h+(g(y77 t)v t) - alw(yia t)h7 (g(yia t)v t) (72)

By Prop. 7.1, the function w is twice differentiable, and we can write

dzw(y~,t) = O1h*dag + Oh™ — (810w)h™ — (Dyw)(Brh ™~ Dag + D2h™), (73)

where, e.g., bt is a shorthand notation for A (g(y~, ), ). It holds from Eq. (67)
and the assumptions of Prop. 7.1 that for each (y,t) € R? x I,

101h(y, )l < 1Al + [0y, D)l < C, (74)

where the constant C' > 0 is independent of (y,¢) and can change from an
inequality to another in the remainder of the proof. By the mean value inequality
and Prop. 7.1, we also get that

lw(y™, Ol = lwly™, ) —w(0, )] < sup |rw(u, s)| Iy~ | < Clly~I],

u,s

thus, [lg(y—,t)|]| < C|ly~||. By the mean value inequality again,

||h(g(y77t)at)” = ||h(g(y77t)at) - h(oat)H < (Sug ||81h(u7t)|| |}g(y77t)||
<Cllgly= ] < CllyII
By Eq. (72) and Prop. 7.1, this implies that

029y~ t)|| = ||G2w(y ™, t)|| = |[|n* — (Qrw)h~ || < C |y~ ||, and  (75)
0102w (y ™, t)|| = ||OrhtO1g — (7 w)h™ — (D1w)(Orh~drg)|| < C(||y~ || + %)~
76

Let V= C R? be a small enough neighborhood of zero so that g(y~,t) € V for
each y~ € V', which is possible by the inequality ||g(y~,t)|] < C|ly~||. By the
assumption on ||G2e(y, t)|| in the statement of Lem. 7.2, we have

vy~ eV, ||0h(g(y,t),t)|| = ||02e(g(y™, 1), )| < C. (77)

The bound (70) is an immediate consequence of Eq. (76). Getting back to
Eq. (73), the bound (71) follows from the inequalities (74)—(77). O

Prop. 7.1 deals with the case where the function ¢ is globally Lipschitz contin-
uous. In practical cases, such a strong assumption is not necessarily verified. In
particular, for the ODEs we consider for our application, it is not satisfied (see
the function e defined in Subsec. 7.3.1 below). Nonetheless, recall that we only



Barakat, Bianchi, Hachem, and Schechtman/Stochastic optimization with momentum 44

need the existence of a local non-autonomous invariant manifold, i.e. defined in
the vicinity of an arbitrary solution such as the trivial zero solution (since we
suppose here £(0,-) = 0) whereas the aforementioned strong assumption pro-
vides a global non-autonomous invariant manifold. Indeed, as for the avoidance
of traps result we intend to show, we will only need to look at the behavior of
our ODE in the neighborhood of a trap z,. Therefore, in prevision of the proof
of Th. 4.1, we localize the ODE (62) in the neighborhood of zero. This is the
purpose of the next proposition.

Proposition 7.3. Let I = [tg, +00) for some ¢ty > 0 and let h : R? x T — R9 be
defined as in Eq. (62). Assume that (0,-) = 0 on I, that the function (-, ¢) is
continuously differentiable for every ¢t € T and that

li o1e(y,t)]| =0. 78
Lolm o] (75)

Then, there exist ¢ > 0,¢; > 0, a function £ : R? x I; — R?* where I; £
[t1,+00) and a function h:RYxI; — R? defined for every y € R% ¢t € I; by
ﬁ(y,t) = Ay + &(y,t) s.t. h and € verify the assumptions of Prop. 7.1 and for
every (y,t) € B(0,0) x I, we have that h(y,t) = h(y,t) and &(y,t) = e(y,t).
Moreover, for any § > 0, we can choose o, t; respectively small and large enough
s.t. the mapping w : RY x I; — R?" obtained from Prop. 7.1 (applied to i and
€) satisfies

wh = swp [yt <. (79)

(y,t)ERI™ X1

Furthermore, Eq. (68) holds for k and w for all (y,t) € B(0,0) x I,. If, addi-
tionally, Eq. (69) holds for €, then there exists o1 < o such that

sup H8182w(y_7t)H < +o0, (80)
(y=,1)€B(0,01)xIh
sup |03w(y ™, t)|| < +o0. (81)

(y=,t)€B(0,01)xIy

Proof. The idea of the proof is to localize the function h(y,t) to a neighborhood
of zero in the variable y for the purpose of applying Prop. 7.1. This cut-off tech-
nique is known in the non-autonomous ODE literature, see, e.g., [30, Th. 6.10].
Let ¢ : RY — [0,1] be a smooth function such that ¢ (y) = 1 if ||y|| < 1, and
Y(y) = 01if [|y|]| > 2. Let C' = max, |V (y)|| where V¢ is the Jacobian ma-
trix of ¥. Thanks to the convergence (78), we can choose t; > 0 large enough
and o > 0 small enough so that

sup [|01e(y, )| < af —a
1€y, _
(t,y)€lt1,00)x B(0,20) 4K (1+20)

and we set I; = [t1,00). Writing &(y,t) = ¥(y/o)e(y,t), it holds that for each
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(t,y) € ]Il X Rd,
[018(y, )| < o™ Oy <aolle, )| + Ly <o Ore(y, )]

< max ||6'1€(y,t)||) (' Cllyll +1) Tjy<20

llyll<20

IN

at —a”
- 4K 7
where we used the mean value inequality along with £(0,¢) = 0 to obtain the
second inequality. Thus, the function iL(y,t) = Ay + £(y, t) satisfies all the as-
sumptions of Prop. 7.1. In addition, the function £ coincides with the function &
on B(0,01) x I, and so it is for the functions i and h. Finally, it follows from
[30, Th. 6.3] that
2K? -

oy — o — 4K|E~‘|1 |€|1

(note that L in [30, Th. 6.3] corresponds to |é|; with our notations). Using
Eq. (78), we can make |£|; as small as needed by choosing o, t; respectively small
and large enough, which gives us Eq. (79). The proof of the last two equations
follows from the application of Lemma 7.2 to A and w. The result is immediate
after noticing that for (y,t) € R? x I}, we have ||026(y, t)|| < [|02¢(y, )| O

lw|; <

7.2. Proof of Th. 4.1

We shall rely on the following result of Brandiere and Duflo. Recall that (2, #,P)
is a probability space equipped with a filtration (%, )nen.

Proposition 7.4. ([12, Prop. 4]) Given a sequence (7;) of deterministic non-
negative stepsizes such that >, v, = 400 and ), 7% < +oo, consider the
R?-valued stochastic process (z,)nen given by

Zn41 = (I + ’yn-i-lHn)Zn + Yn4+1Mn+1 + Vnt+1Pn+1-

Assume that zp is .#p—measurable and that the sequences (1), (pn) together
with the sequence of random matrices (H,,) are (.%,)-adapted. Moreover, on a
given event A € .7, assume the following facts:

i) 3 llpn]l?* < oo
ii) lim sup E[||n,41]/27¢ | Z] < oo for some a > 0, and E[n,41 | Zn] = 0.

ii) iminf E[||n,41] | #n] > 0.

Let H € R¥? be a deterministic matrix such that the real parts of its eigenval-
ues are all positive. Then,

P (AN [z — 0] N [H, — H]) = 0.

We now enter the proof of Th. 4.1. Recall the development (11) of b(z,t)
near z, and the spectral factorization (12) of the matrix D. To begin with, it
will be convenient to make the variable change y = Q~1(z — z,), and set

h(y,t) = Q'b(Qy + 2., t) = Ay + é(y, t),
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with é(y,t) = Q te(Qy + 24,1), in such a way that our stochastic algorithm is
rewritten as

Yn+1 = Yn + ’Yn+1h(yn7 Tn) + 7n+177n+1 + 'Yn-i—lﬁn-&-l

where 7, is as in the statement of the theorem and 5, = Q~'p,,. Observe that
the assumptions on the function e in the statement of the theorem remain true
for € with z, replaced by zero.

If the matrix A has only eigenvalues with (strictly) positive real parts, i.e.,
d~ =0, then we can apply Prop. 7.4 to the sequence (z,). Henceforth, we deal
with the more complicated case where d~ > 0.

Apply Prop. 7.3 to h to obtain h and o, t; respectively small and large enough
and w: RY x I; — R? where I := [t1,+00). By Assumption iv) of Th. 4.1
and Prop. 7.3 we can choose 01 < ¢ such that Eq. (80) and Eq. (81) hold. Now,
given p € N| let us define the event

E, =[Yn2>p, |lyall < o1,7 € 11].
On E,, it holds that A(y,, 7,) = h(yn, ™) and

V’I’L Z D, Yn+1 = Yn + '7n+1h(yn; Tn) + 7n+177n+1 + 7n+1ﬁn+1

Yn h™ (Yn, Tn) Tt 1 Pri1
- T T I+t | 4 §
[yI } ot {W(yn?m)} Tntd {niﬂ R xS

where h is partitioned as in (67), and where 7,5, 5 € R, Note that, by

n
Prop. 7.3 and Assumptions vi) and vii) on the sequence (7,), we can choose

0,1 respectively small and large enough s.t.

tim inf B[, ||° |- Za] 15, (yn)

2

. - 2
= 2limsup E[[|0rw(y,, )i | |70l L, (yn) > 5+ (83)

This inequality will be important in the end of our proof. Let ¢ be in the interior
of Iy, and let y = (y~,%™) be in a neighborhood of 0. Make the variable change
(v~ y™) = (u™,uh) with
ut = y+ - w(yiat)a
u =y,
where w is the function defined in the statement of Prop. 7.3, and let
W(U_, u+7 t) = h’+ (yv t) - 8111)(@/_7 t)h’_ (yv t) - 6211}(3}_, t)
- h+((u77 ut + w(uia t))a t)
—Ow(u,t)h™ (v, u™ +w(u™,t)),t) — w(u,t).
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By Prop. 7.3 and Lem. 7.2, it holds that W (u~,0,¢) = 0. Moreover, W (u~, -, t) €
C! by the assumptions on h. Therefore, writing y(r) = (u=,rut + w(u~,t)) for
r € [0, 1], and using the decomposition (67), we get that

1
W(u_7u+,t):/ OoW (u™,rut, t)u™ dr
0
=ATut

+ /01 (fifs*(y(r),t) [ 0 ] — drw(u™, )0 (y(r), t) [ 0 D utdr

Tg+ Tg+

We can also write y(r) = (y~,ry™ + (1 — r)w(y~,t)). Recalling that w(0,t) =
0 and that ||0;w(y,t)|| is bounded on R? x I, we get by the mean value
inequality that ||w(y~,¢)|| < C ||y~ || where C > 0 is a constant. Thus, [|y(r)| <
(1+ C) |ly|l. Moreover, e(y,t) = Q" te(Qy,t) for ||y|| < o. Thus, we get by (13)
that ||O1e(y(r),t)|| — 0 as (y,t) — (0,00) uniformly in r € [0, 1]. Using again
the boundedness of ||O1w(-,)||, we eventually obtain that

W, ut,t) = (AT + Ay, t)) ut, with lim A(y,t)=0.
( )= ( (y,1)) i A1)

On the event E,, assume that n > p, and write

+ _ ,* - —
Up = Yn _w(yn77-n)a Uy = Yn >

(see Eq. (82)). Choosing a— > 0 small enough so that the gap condition (65) is
satisfied with m = 2, we have by Taylor’s expansion

’LU(yg+1, Tn+1) - w(y,:, Tn)
= WY1 Tat1) — WYy s Tat1) + WYy s Tagr1) — W(Yy, s Tn)

= 01w (Y, s Tnt1) Wnsr — Un ) T Int102wW(Yy , T) + €ng1 + €511

with flepnal| < sup  [|0%w(y™, mos)|| [[vies — vn ||
Y EYn Yl

and HEZ-HH < sup H@%w(y;, 7')” ’YrQL+1 .

TE(Tn,Tn+1
Using this equation, we obtain

ut =t =Y a Wy, ut ) 4 Yngr (70 — 01wy s Tt )iy

+ Tnt1 (ﬁj{“ — 1w (Yy, s Tt 1)Pry1) — €ntl — Eppy
+ Ynt1 (alw(yrjv Tn) - 81w(y;7 Tn+1)) h™~ (yna Tn) 5
which leads to

uijtl = U} + Ynt1 (A+ + A(yann)) U+ Yt 17041 + Vb1 Pt 1 (84)
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with T_]n+1 = 77:+1 - alw(y;ﬂ Tn)ﬁ;+1 and

= ~t - o €nt1t €yt
Pn+1 = pn+1 - 61'(U(yn aTn)pn-i,-l - ]l'yﬂ+1>0
’YnJrl

+ (8171)(3}1:7 Tn) - 31111(:%:, Tn-i-l)) h_(y’m Tn) . (85)

To finish the proof, it remains to check that the noise sequence satisfies the
assumptions of Prop. 7.4 on the event A, = E, N[y, — 0]. In the remainder,
C’ will indicate some positive constant which can change from an inequality to
another one.

First, we verify that Y. |/ps]|> < oo on A, by controlling each one of the
terms of p,. Combining the boundedness of d;w(-,-) with the summability as-
sumption Y, [|pnt1*Ls,eww < 400 a.s., we immediately obtain on A, that
S gt = 01w(yy, , mn)pn 1 || < 400 given our choice of o. Moreover, it holds
that (Hel+1||/'yn+1)2 < C'+2,, by invoking Prop. 7.3. In addition, using the
boundedness of d7w(-,-), we can write

2 ’
€En+1

fYn-&-l

4
<1y, 505 [[¥n+1 — Ynll
ryn-&-l

~ 4 ~
< C 1 (s 7)1+ Wt | + 5t [1) -
A coupling argument (see [12, p. 401]) shows that we can simplify the condition
limsup E[||nn11]|* | Znlls, ew < 00 to E[||nnr1l|*| Znlls, ew < C'. The lat-
ter condition implies that E[L1a, >, 2,1 [|7n+1 1M < >, C'72 .1, and therefore

IL’Yn-¢-1>0

I i 7y |I* 14, < 400 a.s. As a consequence, noticing also the bounded-

€n+1

2
< 400
Vnt1

on A,. We now briefly control the last term of p,,. By the mean value inequality,
we obtain that

ness of (h(yn,7,)) and (pn) on Ay, we deduce that >~ 1, . >0 ‘

[(O1w(yy 7)) — D w(yy, , Tas1)) B (Yo ) |
< Tt SUB |820vw(y =, ) || 12 (yms )| < C'gr
y—,t

where the last inequality stems from Prop. 7.3-Eq. (80) together with the bound-
edness of the sequence (h(yn,7,)). In view of Eq. (85) and the above estimates,
we deduce that Y, ||pp41]/*1a, < +00 a.s. on A,.

We verify the remaining conditions on the noise sequence (7). We can
easily remark that E[fj,4+1].%,] = 0 and ||7fn11|| < C"||nn41|| on A,. Hence,
lim sup E[||7n+1]|* | Zn]ls, ew < 0o. The last condition, meaning that the noise
is exciting enough, stems from noting that

2lim inf B[[|7, 111 [FnlLa, > liminf B[, ||° | Fn]1a,

— 2limsup E[|| 01w (yy, , T )l H2 | Fn]la
2

&
9 )

P

>
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where we used our choice of o,¢; and Eq. (83).
Noticing that [y, — 0] C [A(yn, ™) — 0], we can now apply Prop. 7.4 to the
sequence (u;’) (see Eq. (84)) with A = A, to obtain

P(A,N[ut = 0)) =P (A, N [ut = 0 N[A(y,, ) = 0]) =0.

We now show that [y, — 0] C [u} — 0], which amounts to prove that

w(y, , ™) — 0 given y, — 0. To that end, upon noting that w(0,-) = 0 and
that dyw(-,-) is bounded, it suffices to apply the mean value inequality, writing:

w(y,, m)ll = llw(y, , 7) — w(0,m)[| < sup |01w(y ™, Ol lly, | < Klly, [l
y—,t

We have shown so far that P(4,) = 0. Since y, = Q@ 'z, and [y, — 0] C
Upen Ep, we finally obtain that

Plzn = 0] =Plyn = 0] =P [ | J(lvn = 0INE,) | =P [ | J 4, | =0.
peN pEN

Th. 4.1 is proven.

7.3. Proofs for Section 4.2.1
7.8.1. Proof of Lem. 4.2

The matrix D coincides with Vg (24), where the function g, is defined in (20).
As such, its expression is immediate. Recalling that p.S(z+) — goovx = 0, we
get

g(z,t) — D(z — z4)

[p(1)S(2) — a(t)v — poc VS (@) (2 — 24) + goo (v — vs)
_ | h®)VE(z) —r(t)ym — hoo V2F(2,)(z — 24) + Tecm

-m ((v +e)7 7 — (vy +5)’%)

[—q(t) + goo 0 (P(t) = Poc)VS(24) | v —w,
— 0 Too — 1(t)  (h(t) = hoo) VZF(zy) m
= 0 0 T — Ty

3
L 2(vite)2

p(1)(S(z) — S(zy) — VS(z4)(2 — 24))
h(t)(VF(z) — V2F(2,)(x — x,))

_m@<

p(t)S(x*) - q(t)v*

+ 0
1 V—Vy 0

1 J—
Vute Vete + 2(v*+s)%

+

2 e(z,t) +c(t).

Under the assumptions made, it is easy to see that the function e(z,?) has the
properties required in the statement of Th. 4.1.
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7.3.2. Proof of Th. 4.3

Consider the matrix D defined in the statement of Lem. 4.2. A spectral analysis
of this matrix as regards its eigenvalues with positive real parts is done in the
following lemma.

Lemma 7.5. Let D be the matrix provided in the statement of Lem. 4.2. Each
eigenvalue (¢ of the matrix D such that R > 0 is real, and its algebraic and ge-
ometric multiplicities are equal. Moreover, there is a one-to-one correspondence
i between these eigenvalues and the negative eigenvalues of ViV2F (x*)V%.
Let d* be the dimension of the eigenspace of V%VQF(.’L‘*)V% that is associated
with its negative eigenvalues, let

w1
w=| : |erixd
W g+
be a matrix which rows are independent eigenvectors of VzV2F(z,)V? that

generate this eigenspace, and denote as 8 < 0 the eigenvalue associated with wy.
Then, the rows of the rank d*-matrix

AJF = [Od+><d7 WV%, —dlag(roo + ‘P_l(ﬂk))WV_%] c RdJrXBd
generate the left eigenspace of D, the row k being an eigenvector for the eigen-

value = 1(8y).

Proof. 1t is obvious that the block lower-triangular matrix D has d eigenvalues
equal to —q., and 2d eigenvalues which are those of the sub-matrix

~  [-rels heoV?F(zy)
D= -V 0

Given A € C, we obtain by standard manipulations involving determinants that

det(D — A) = det(A(roe + A) + hoo VV2F ()
= det(A\(ros + A) + hoo VEV2F(2,)V?).

Denoting as {8 }¢_, the eigenvalues of hooV2V2F(2,)V2 counting the mul-
tiplicities, we obtain from the last equation that the eigenvalues of D are the
solutions of the second order equations

NAr A+ 6,=0, k=1,...,d.

The product of the roots of such an equation is 5, and their sum is —r,, < 0.
Thus, denoting as (1 and (i 2 these roots, it is easy to see that if 3 > 0, then
k.1, RCk,2 <0, while if B < 0, then both (j ; are real, and only one of them is
positive. Thus, we have so far shown that the eigenvalues of D which real parts
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are positive are themselves real, and there is a one-to-one map ¢ from the set of
positive eigenvalues of D to the set of negative eigenvalues of V%VQF((E*)V%.
Moreover, the algebraic multiplicity of the eigenvalue ¢ > 0 of D is equal to the
multiplicity of ¢(().

Let us now turn to the left (row) eigenvectors of D that correspond to these
eigenvalues. To that end, we shall solve the equation

uD = Cu  with u = [0,u,uz], w1 € R (86)
for a given eigenvalue ¢ > 0 of D. Developing this equation, we get
—Tootty — UV = Cu1,  hoou1 VEF(z,) = Cus.
If we now write @ = ulv_% and U, = ugV%, this system becomes
—rooiiy — Ty = Cliy,  heotin VEIVAF(2,)V 7 = (i,
or, equivalently,

B2 = (1o + Qin, i1 (470l + hoeVEVEF(2,)VE) =0,

which shows that @, is a left eigenvector of V2 V2F(z,)V 2 associated with the
eigenvalue ¢(¢). What’s more, assume that r is the multiplicity of ¢(¢), and,
without generality loss, that the submatrix W, . made of the first r rows of W
generates the left eigenspace of ¢(¢). Then, the matrix

[Orxd er% _(roo +C)W’I‘V_%}

is a r-rank matrix which rows are independent left eigenvectors that generate
the left eigenspace of D for the eigenvalue (. In particular, the algebraic and
geometric multiplicities of this eigenvalue are equal. The same argument can be
applied to the other positive eigenvalues of D. O

We now have all the elements to prove Th. 4.3. Recall Eq. (14):

Zntl = Zn + 'YnJrlb(va Tn) + Yn4+1Mn+1 + Vnt1Pnt1,

where b(z,t) = g(z,t) — c(t) = D(z — z4) + e(z,t) and p, = c(7h—1) + pn.
With these same notations, we check that Assumptions )-vi) in the statement
of Th. 4.1 are satisfied. The function e(z,t) satisfies Assumptions i)—iv) by
Lem. 4.2. We now verify that the sequence (p,) fulfills Assumption v). First,
observe that > |lc(7,,)]|* < oo under Assumption 4.3-7). Then, we control the
second term (p,,). After straightforward derivations, one can show the existence
of a positive constant C (depending only on ¢ and a neighborhood W of z,)
such that

[Pz, ew < Cllmp — mana | + [[onsa = val*) Lz em - (87)
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Using the boundedness of the sequences (h,) and (r,) together with the up-
date rule of m,, and Assumption 4.3-iii), there exists a positive constant C’
independent of n (which may change from an inequality to another) such that

E [Hmn - mn+1||2]lzn€W] < ’7121+1C/E [(1 + Ee [”Vf(xmf)HQ])]lzneW]
< C'yppre (88)

A similar result holds for E [[|v, — vp11]*1., ew] following the same arguments.
In view of Egs. (87)-(88) and the assumption ., +2,; < 400, it holds that
E [, 1411?12, ew] < +oo. Therefore, > [|pn+1]/*1z,ew < +00 a.s., which
completes our verification of condition v) of Th. 4.1. Assumption vi) follows from
condition 4.3-ii7). Finally, let us make Assumption vii) of Th. 4.1 more explicit.

Partitioning the matrix Q! as Q7! = g+] where B* has d* rows, Lem. 7.5

shows that the row spaces of B* and AT are the same, which implies that
Assumption vii) can be rewritten equivalently as IE[||A*777H_1||2 | Znlls,ew >
c?1., ew. By inspecting the form of ,, provided by Eq. (28) (written as a column
vector), one can readily check that Assumption 4.3-7v) implies Assumption vii)
of Th. 4.1 for a small enough neighborhood W, using the continuity of the
covariance matrix V2E¢(Vf(z,&) — VF(2))(Vf(x,&) — VF(z))TV2 when z is

near T.

7.4. Proof of Th. 4.4

As mentioned in Section 4.2.2; the proof of Th. 4.4 is almost identical to the
one of Th. 4.3. We point out the main differences here. In Lem. 4.2, replace D
=~ [0 hooVZF(z4)
by D = I, 0
matrix V/2V2F (xz,)V1/? by the Hessian V2F ().

and set ¢(t) = 0. Then, in Lem. 7.5, replace the
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