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ABSTRACT

The Diabetic Retinopathy (DR) is a worldwide eye disease that causes visual damages and can leads to blindness. Therefore, the detection of the DR in the early stages is highly recommended. However, a delay is registered for ensuring early DR diagnosis which caused by the low-rate of the ophthalmologists, the deficiency of diagnosis equipment and the lack of mobility of elderly patients.

In this paper, the main objective is to provide a mobile-aided screening system of moderate DR. Within this aim, we propose a classifier-based method which is based on detecting the Hard Exudate (HE) lesions that occur in moderate DR stage. A set of features are extracted to ensure an accurate and robust detection with respect to modest quality of fundus images. Moreover, the detection is provided in a low complexity processing to be suitable for mobile device. The aimed system corresponds to the implementation of the method on a smartphone associated to an optical lens for capturing fundus image. The system reached satisfactory screening performance where an accuracy of 98.36%, a sensitivity of 100% and specificity of 96.45% are registered using the DIARETDB1 fundus image databases. Moreover, the screening is performed in an average execution time of 2.68 seconds.

Keywords: Fundus image; diabetic retinopathy; hard exudates; SVM; mobile-aided screening system.

1. INTRODUCTION

The Diabetic Retinopathy (DR) is an eye abnormality caused by long-term diabetes which it represents the leading cause of blindness of middle-aged and elderly people [1, 29]. The DR prevalence is increasing at an alarming rate in world-wide where the number of DR-patient has been estimated to rise 126.6 million in 2030 [3]. The DR progresses through 4 stages what are mild, moderate, sever and proliferative DR [2]. In the mild stage, the micro-aneurysm lesions appear as small red dots caused by the dilation of thin vessel. This stage does not require referring to an ophthalmologist unless Diabetic Macular Edema is joined [40,41]. The moderate DR is deduced when Hard Exudate “HE” lesions [4] crop up, which are formed by lipids and proteins leaked from blood vessels. The HE appears as bright yellow clusters of varying shapes, sizes and locations. their sizes can vary from very few pixels to a large lesion as an Optic Disk (OD). Patients in moderate DR-stage have a risk up to 27% to achieve proliferative stage within one year [40,41]. For that reason, the detection of the DR in the early stages is highly recommended.

However, a delay is registered for ensuring early DR diagnosis caused by: the low-rate of the ophthalmologists [24]; the deficiency of diagnosis equipment; and the lack of mobility of elderly patients. In order to solve those problems, many automatic detection methods were proposed for early DR diagnosis, particularly for HE detection that indicates at least reaching the moderate DR [2, 9, 59, 60, 61, 62]. In the last few years, several optical lens have been put forward in order to capture the fundus images using the smartphone camera [30, 32, 35]. Those gadgets are well known with their low prices and the modest quality of captured images [25, 26]. In fact, many works proved that ophthalmologists are able to predict the presence of the different DR lesions from smartphone captured fundus images. The clinical study described in [33] has shown a sensitivity of 95% and specificity of 94% when detecting the DR lesions on fundus images taken by mobile smartphone. In [34], the ophthalmologists were detected DR with 92.7 % of sensitivity, 98.4 % of specificity and 0.90 of
Kappa (k) using the mobile phone (FOP) camera. Moreover, the D-eye lens was allowed distinguishing the HEs with a Kappa coefficient between 0.822 and 0.878 [31].

Therefore, the challenge is to propose an automated method for DR lesion detection that: (1) ensure a higher performance detection; (2) even with the moderate quality of smartphone captured fundus images; (3) and having a lower complexity to provide result in a reduced execution time. The implementation of the method on a smartphone associated with an optical lens for capturing fundus image relies to a mobile–aided screening system. The proposed system will be able to be used by non-ophthalmologist doctor to detect the DR. Based on it mobility and low price, such system presents an adequate solution to remedy the problems related to the delay on DR screening.

Within this objective, several state-of-the-art methods were proposed. The work described in [63] addressed the problems of limited field of view and quality of smartphone captured fundus images. Hence, an automated method was proposed to ensure a higher performance DR grading even with blurred classical fundus images. The execution time was evaluated only when method was run in desktop. Our first work described in [37] was aimed to provide DR grading of classical fundus images when an overall accuracy of 87.4% was achieved. The method was implemented in smartphone where classification takes between 200 and 250 milli-seconds. In [64], a method of HE detection is propounded where a trained model was stored on cloud platform. This method was performed a higher performance detection with an accuracy of 98% using a private classical image dataset, despite providing the decision into one minute and 15 seconds.

In this paper, we propose a novel automated method for moderate DR screening achieving a better trade-off between HE detection rate and the detection time. The method is based on classifier-based method for high performant locating of HE in fundus images. In addition, the processing has a low complexity to be suitable for mobile implementation. The proposed method is implemented into a smartphone to provide an accurate and fast mobile-aided screening system for moderate DR. Our paper is organized as follow. In section 2, we present the different processing steps of our method. In section 3, we describe the implementation of the proposed method to provide the mobile-aided screening system. The experimentation is depicted in section 4 where achieved results in terms of detection performance and execution time are detailed. The last section is dedicated to the discussion and the conclusion.

2. THE PROPOSED METHOD FOR HARD EXUDATE DETECTION

Having a fundus image as an input, the method pipeline is composed by three main processing. The first step consists in removing the OD and partitioning the retina into several candidate regions. Thereafter, a set of features are extracted for each region which reflect the HE characteristics. The third step brings to classify regions as clear or containing HE lesions.

2.1 Pre-processing

2.1.1 Optic disk location

The HEs are considered as bright regions in a way that their intensities are closed to the OD one. Moreover, the lipid leakage involves a yellow color similar to the color of optic nerve fibers. Therefore, this similarity leads to increase false positive shapes when detecting the HEs. Accordingly, it is essential to remove OD, as done in several HE detection methods [12, 16, 9, 5, 11]. The method proposed in [23] insures locating the OD based on circularity and intensity through applying the radon transform. The method achieved a higher accurate performance among the existing methods [13, 18], where an accuracy of 100% is performed to locate OD in the public DRIVE database. We note that this method is able to be configured with the aim of locating a sub-image having the same OD size. Thereafter, this method is extended to be provide a mobile computer aided system for OD detection [8]. The processing was optimized to reduce complexity where the same detection accuracy is performed through 1.3 second in smartphone device. Therefore, the method proposed by [8] will be implemented which extract the OD sub-image [18] in order to remove it from the fundus image.

2.1.2 Fundus image partition

Several methods have proceeded to browse all image pixels, which bring to false positive detection caused by noise pixels. Moreover, such processing leads to higher computational complexity methods. With respect to the objective of DR moderate screening, we proceed to assess the image by region instead by pixels, in order to rise the accuracy, the robustness and to enhance the computational efficiency. For such need, fundus image is partitioned into region based on retinal shapes in order to check the HE existence on each region separately.

The partition is ensured by applying the super-pixel algorithm [39, 57] which recognized by its feasibility, robustness and low complexity [42] where regions are defined based on color and shape borders. The LSC super-pixel algorithm spreads the fundus image while trying to minimize regions by providing them with nearest areas. Knowing that HEs may
occur as small distributed lesions, this algorithm dispatches HE lesions into different regions, as illustrated in the fundus image of Fig.1 (a) which is partitioned into 462 regions. The SLIC super-pixel algorithm partitions iteratively the fundus image until all region pixels have similar morphologies. However, it involves muffled small HE lesions with relatively wide area, as indicated depicted in fundus image of Fig.1 (b) despite that it is partitioned into 612 regions. The SEEDS super-pixel algorithm provides better partitioning and succeeds to extract each HE cluster in a single region [55] without exceed 616 regions. Moreover, retinal background with stationary color and shape are extracted in single wide region, as shown in Fig.1 (c). Accordingly, we proceed to employ the SEEDS super-pixel algorithm.

2.2 Feature extraction

The HE lesions have several morphological proprieties where the main ones are the higher intensity, the yellow color and the sharp border. The proposed optical lenses allow light leakage when capturing fundus images. Therefore, it involves brightness noise shapes that prevents optimal detection of HE lesions. Elsewhere, the handheld aspect brings to provide a blurred fundus image which inhibits modelling explicitly the HE shapes. To surpass those limitations, we proceed to extract three features reflecting respectively intensity, color and sharp border, as described in the following sub-sections.

2.2.1 Sharp border feature

The HEs arise due to lipid leakage from blood vessel, which remain bundled in the retina. Therefore, the HE lesions are characterized by sharp borders, in contrast to the others DR lesions [15]. Accordingly, we proceed to generate a feature that reflects the sharp edge of HEs. Among several edge detection methods [43], we employ the Sobel edge detector [44] which has a smoothing effect on the random noise in the image. The Sobel edge filter is applied by calculating a corresponding Gradient Magnitude ($GM$) of the fundus image to get the edge image as output [45], as described in eq.(1).

$$GM(x, y) = \|\nabla I(x, y)\| = \sqrt{G_x^2 + G_y^2} \quad (1)$$

Where $G_x$ and $G_y$ are the derivatives in horizontal and vertical directions, using respectively the mask $\begin{pmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{pmatrix}$ and the mask $\begin{pmatrix} -1 & -2 & -1 \\ 0 & 0 & 0 \\ 1 & 2 & 1 \end{pmatrix}$ to each pixel. Our method consists of providing a single feature that reflect the HE sharp edge. Within this objective, we compute the means edge value of each candidate region as indicated in eq.(2).

$$M_{Sobel} = \frac{1}{nm} \sum_{i=1}^n \sum_{j=1}^m GM(x, y) \quad (2)$$

where $GM$ is the result of the sobel edge filter and $n \times m$ is the sub-image size. The figure 2 (b) corresponds to the result of the sobel edge filter where the HE borders are illustrated explicitly modelled. Similarly, the retina background is depicted with lower intensities since it is characterized by a smoothed texture. Indeed, the region containing the HE lesions which are depicted with red borders incorporate the edges detected through the sobel filter, as shown in Fig.2 (f).

2.2.2 Brightness feature

The leaked of lipids and proteins derived from the retinal blood vessels [2] appear as bright yellow crystalline granules in the retinal image. Therefore, the HEs are considered as bright lesions having higher intensity values [20], compared to the other retinal components such as blood vessels, fovea, and red lesions such as haemorrhage and micro-aneurysm [46]. For that reason, we aim to extract a feature that reflects the brightness of HEs. In fact, HE lesions appear as "whiter" gray level than most of the rest of the image [47, 48, 49]. Therefore, we proceed to extract the gray-scale channel to model HE
as brightness shapes in the retinal images, as shown in Fig. 2 (c). Thereafter, the mean gray value of each candidate region is calculated as described in eq. (3).

\[ M_{\text{Gray}} = \frac{1}{n \times m} \sum_{i=1}^{n} \sum_{j=1}^{m} I_{\text{Gray}}(x,y) \]  

(3)

Where \( I_{\text{Gray}} \) is the gray-scale channel of the input fundus image and \( n \times m \) is the sub-image size.

2.2.3 Color feature

The HE lesions spread upward the retina with dense composition. Therefore, there are characterized by yellowish color without a red shade, contrary to the retina background, the vessel tree and the others DR lesions. Moreover, the HE color remain the same whatever the HE sizes, locations and shapes \([19][50]\). For that reason, we aim to extract a feature that reflects the color of HE. For this purpose, the fundus image is converted from RGB space to the HSV color space in order to select the Hue channels which is defined as the ratio of the red and the green value of each pixel \([51]\). Consequently, the HE lesions appear as dark shapes in relation to the other retinal components, such has illustrated in Fig. 2 (e). Thereafter, our method consists in computing the means value of the color features of each candidate region as expressed in eq.(4).

\[ M_{\text{Color}} = \frac{1}{n \times m} \sum_{i=1}^{n} \sum_{j=1}^{m} I_{\text{Color}}(x,y) \]  

(4)

Where \( I_{\text{Color}} \) is the hue image and \( n \times m \) is the sub-image size.

2.3 Classification

In this section, the objective is to choose a classifier that ensures a high performance classification through the extracted features. In addition, the training should be ensured with a small dataset size due to the lack a smartphone captured fundus image database. Besides, the classifier should have a lower complexity to provide result on a reduced execution time. Within this Objective, we select three classifiers that are the Support Vector Machine (SVM), the Random Forest (RF) and the K-Nearest Neighbors (KNN). The result of each classifier depend on how the parameters are initialized. For that, each classifier is experimentally employed with different values of parameters, as described in section 4.1.2. Hence, the classifier that achieves better performances is selected to be employed on our method.

3. MOBILE-AIDED SCREENING SYSTEM OF MODERATE DIABETIC RETINOPATHY

The method is implemented as an app in an android mobile device, using the android studio editor where machine learning and image processing are performed through the Open computer vision (OpenCV) library \([36][52]\). This library contains over than 2500 optimized functions which is used in many areas such as medical imaging and security. In addition, the OpenCV library also includes a general-purpose Machine Learning Library (MLL)\([52]\). To create our Android app, an access to the operating system components is needed which is assured by a high-level Application Programming Interface (API) available in JAVA language \([47]\). The method is implemented in the application layer as indicated in Fig.3. The functions related to the image processing, training and testing the classifier were called through the JAVA Native Interface.
(JNI) combined with the OpenCV library. The access to the OpenCV library could be done either using a direct JNI call or through Java API following, as modelled by arrows in Fig.3.

![Figure 3. Illustration of the connection between the developed application, the Java API and the OpenCV library.](image)

The developed user interface of the mobile app is shown in Fig.4, which contain buttons for loading and testing a fundus image. Similarly, the HE detection result and the execution time are illustrated are shown above the selected image.

![Figure 4. The user interface of the mobile-aided screening system.](image)

4. EXPERIMENTAL RESULTS

4.1 Evaluation of the HE detection method

4.1.1 Databases and evaluation metrics

For the evaluation experiment, the DiaretDB1 database is selected which is commonly used by automated methods for DR screening, where some fundus images are illustrated in Fig 5. It contains 89 fundus images having a size of 1500 x 1152 captured by digital camera with a 50-degree field of view. The HE lesions have been manually located by four independent medical experts. The performance of our application will be measured based on image-based criterion: if fundus image contains at least one HE regions, this image is considered “at least in moderate DR stage”. Otherwise, it considered as “healthy or in mild DR stage” [21, 22]. We aim to evaluate the ability of our method to identify correctly each class. Within this objective, the performance will be measured through the accuracy, the sensitivity and the specificity metrics which are computed as described eq.(5), eq.(6) and eq.(7).

\[
\text{Accuracy} = \frac{TP+TN}{(TP+TN+FP+FN)} \quad (5)
\]

\[
\text{Sensitivity} = \frac{TP}{(TP+FN)} \quad (6)
\]

\[
\text{Specificity} = \frac{TN}{(TN+FP)} \quad (7)
\]

Where TP (True Positive) is the number of the abnormal images correctly classified, FP (False Positive) is the number of normal images wrongly classifier as abnormal, TN (True Negative) normal images correctly classified as healthy and FN (False Negative) is the number of abnormal images wrongly classified as normal.

4.1.2 Performance evaluation of the HE detection method

The goal of our method is to detect the HE presence on regions, separately. With this aim, the superpixel algorithm is applied to the fundus images, where 160 regions are selected from each database to perform the evaluation. Thereafter, the feature set is extracted for each region. Thereafter, the three classifiers are trained using the input features. The SVM is
tested separately with the sigmoid, the polynomial and the RBF kernels, while the C, γ and d parameters are fixed using the grid search method [54]. For the RF classifier, the forest trees are tested with 6, 8 and 10 depths while feature number and tree are fixed to three and 500. The KNN classifier is trained where cluster size K is varied following the above values {5, 7, 9}. The performance metrics of each classifier is show in Table 1, where we deduce that using the SVM with the polynomial kernel allows achieving the highest detection performance with an accuracy of 98.36%, a sensitivity of 100% and a specificity of 96.45%. In addition, we deduce that the detection performance remains highly, despite of the different classifier and their parameter, which attests that extracted features reflect the HE criteria.

![Healthy images and Fundus image with HEs](image)

Figure 5. healthy and DR-affected fundus images from DIARETDB1 database

<table>
<thead>
<tr>
<th>Classifier</th>
<th>SVM</th>
<th>RF depth = 6</th>
<th>RF 8</th>
<th>RF 10</th>
<th>RF 5</th>
<th>RF 7</th>
<th>RF 9</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sigmoid</td>
<td>97.95</td>
<td>98.36</td>
<td>97.75</td>
<td>97.55</td>
<td>96.53</td>
<td>95.91</td>
</tr>
<tr>
<td></td>
<td>Sens (%)</td>
<td>86.82</td>
<td>98.32</td>
<td>100</td>
<td>97.16</td>
<td>96.50</td>
<td>96.42</td>
</tr>
<tr>
<td></td>
<td>Spec (%)</td>
<td>90.92</td>
<td>97.67</td>
<td>96.45</td>
<td>98.12</td>
<td>98.46</td>
<td>96.39</td>
</tr>
</tbody>
</table>

4.1.3 Evaluation with respect to existing methods

To ensure a fair evaluation, the provided performance metrics are compared to the ones achieved be existing methods using the same DiaretDB1 dataset, as depicted in Table 2. Our method outperforms the detection performance of the methods proposed in [2, 9, 61, 62]. It achieves a higher accuracy than the ones recently proposed in [2, 59, 61, 62]. Moreover, our method registers the highest sensitivity compared to all methods. This result is caused by the adequate choice of the HE properties and the corresponding features. Accordingly, the achieved performance is promising for diagnosis through smartphone captured images.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>B. Harangi 2014 [62]</td>
<td>82</td>
<td>86</td>
<td>–</td>
</tr>
<tr>
<td>M. Fraz 2017 [61]</td>
<td>87</td>
<td>92</td>
<td>81</td>
</tr>
<tr>
<td>W. Zhou 2017 [9]</td>
<td>- -</td>
<td>87.56</td>
<td>94.65</td>
</tr>
<tr>
<td>J. Kaur 2018 [2]</td>
<td>87±4.29</td>
<td>91±3.34</td>
<td>94±2.28</td>
</tr>
<tr>
<td>K. Adem 2018 [60]</td>
<td>98.53</td>
<td>99.2</td>
<td>97.97</td>
</tr>
<tr>
<td>S. Long 2019 [59]</td>
<td>97.7</td>
<td>97.5</td>
<td>97.8</td>
</tr>
<tr>
<td>Proposed method</td>
<td>98.36</td>
<td>100</td>
<td>96.45</td>
</tr>
</tbody>
</table>
4.2 Evaluation of the mobile CAD system for HE detection

4.2.1 Complexity analysis of the proposed method

The OD location method described in [8] consists of applying the Radon transform to a fundus image with a size of \((n \times n)\) in order to model intensity. Thereafter, a Radon space is extracted for each sub-image in order to locate OD based on pixel intensities. Therefore, the OD location requires \(O(n)\) to be performed. The SEEDS superpixel algorithm leads to partition fundus image into regions and refine iteratively the regions boundary, which have a complexity of \(O(n \cdot \log(n))\) [27]. Each feature leads to explore pixels of each region to provide the feature value. Knowing that the whole image is partitioned into regions, each feature and hence the whole feature extraction step requires \(O(n)\) to be done. The SVM testing consists at injecting features in the trained model to predict the classification [28]. Therefore, a constant time complexity equal to \(O(1)\) is required. Accordingly, the whole proposed method for HE detection has a complexity of \(O(n)\).

4.2.2 The execution time evaluation

The implementation is run into the smartphone "OnePlus 5" where hardware and software parameters are detailed in Table 3.

Table 3. The technical sheets of the "OnePlus 5" Smartphone

<table>
<thead>
<tr>
<th>component</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS</td>
<td>Android 7.1.1 Nougat</td>
</tr>
<tr>
<td>Chipset</td>
<td>Qualcomm MSM8998 snapdragon 835 (10 nm)</td>
</tr>
<tr>
<td>GPU</td>
<td>Adreno 540</td>
</tr>
</tbody>
</table>

Table 4. Comparison of execution time with existing HE detection methods

<table>
<thead>
<tr>
<th>HE detection methods</th>
<th>Execution time (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J. N. Figueiredo 2015 [17]</td>
<td>15.97</td>
</tr>
<tr>
<td>J. H. Tan 2017 [1]</td>
<td>From 3.4 to 4.1</td>
</tr>
<tr>
<td>E. Saeed 2018 [64]</td>
<td>75</td>
</tr>
<tr>
<td>Proposed method</td>
<td>2.68</td>
</tr>
</tbody>
</table>

5. CONCLUSION

The (DR) requires to be diagnosed in early stages. The lack of ophthalmologist and imaging equipment cause a delay on early DR diagnosis, and hence contribute to the wide number of patients having damaged vision caused by DR. In this paper, we have proposed a mobile-aided screening system for moderate DR based on detecting the HE lesions. The experimental results allow to deduce a satisfactory performance of DR screening and prove the robustness of the method.
against modest quality of fundus images. Moreover, the low complexity of the method processing involves performing screening in reduced execution time which is suitable for clinical context.

In near future, we aim to enhance performance of the proposed system where HE location can be improved taking into account their neighborhood of blood vessel tree and DR red lesions. The preprocessing can also be extended to rectify blur and noise that occur due to the handheld aspect of smartphone capturing. Moreover, the system can be extended to provide a DR classification whatever the stage is, through detection all DR lesions. The classifier is able to be replace by a deep learning architecture, as the one proposed in [37]. Elsewhere, the timing performance can be improved by taking benefit from the parallelism offered by recent smartphone architectures.
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