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Localizing Text in Images and Videos based on Morphology

Mohamed Amin Ben Atitallah, Rostom Kachouri, Hassene Mnif

Abstract: Many multifaceted images comprise observable text. If the occurrences of this text can be identified, segmented, and recognized automatically, they will be a prized source of high-level semantics; for retrieval and indexing. In this paper, we will propose a novel method for localizing and detecting text in complex images and video frames based on morphology. A morphological Gardient is generated by computing the variance between the dilation and the erosion image. Then the candidate of regions are connected via a morphological closing operation and every text areas are determined used the occurrence of text in each candidate. The identified text regions are localized perfectly via the projection of the text pixels in the morphological Gardient map. This method is sturdy to different position, character size, color and contrast. The updating of the text region between images is also used to minimize the processing time. Texts are realized on divers images to confirm the good efficient of our method.
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I. INTRODUCTION

Videos and images in databases and on webs are growing. Newscasters are explaining interest in construction large digital records of their assets to use again the record materials for the programs of TV, on line disponibility to the general public and other companies. To answer this demand there is necessity to systems that are capable to supply an efficient retrieval and indexing by content of image segments using the extraction of the information of content level related with visual-data. Although efficient content based retrieval of visual data of video frames is determined by backing content impersonation through low level frame features; the similar doesn't apply to content based retrieval of frames, expecting a limited application settings. In fact, the videos effective retrieval must be based on high level content descriptor [1].

Most video tend to rise the utilization of text to transmit more direct outline of deliver and semantics improved viewing experience. In this context, headlines resume the reports in subtitles and news videos in drama documentary to help viewers to comprehend the content. Also, the sport videos include text indicating the player names, team and scores [2]. Generally, we can classify the text in video frames into overlay text and scene text [3]. The text presented in scene occurs by nature in the contextual as a part of the video scene. For example, the banners, advertising boards, etc. But on the contrary, overlay text in the scene of video used to aid viewers to comprehending, since it is highly structured and compact, it can be used also for frame video retrieval and indexing [4]. In addition, the extraction of text from frame video for OCR (Optical Character Recognition) will be more defying compared to extraction of text from document images for OCR, because of many difficulties resultant from size, unknown color of text and complex background.

The remainder of our paper is prepared as follows. The section 2 presents the related work, followed by the detection region of the text, which is indicated in section 3. Finally, experiments are given in section 4 followed by conclusion in section 5.

II. RELATED WORK

A Many existing methods of the detection text from video have been presented based on texture based feature, edge and color. Color based approaches suppose that the text of video is created of a unified color. Agnihotri and Dimitrova [5] proposed a method to detect and binarize horizontal yellow, black and white caption text in the frames of video. Afterward; the edge detector find the edge pixels with an immovable threshold. The regions of frame with high density of edge are considered very noisy for the extraction of text. The analyze of the linked component is accomplished on the edge pixel of residual regions. The components of edge are integrated based on structural heuristics to localize the regions of the text. The binarization is completed by the application of thresholding at the average value of pixel of every localized region of text. Xuemei Zhao and al [6] cluster color using an Euclidean-distance in the RGB-space and based on 64 clustered color channel for the detection of text. Nonetheless, the video text is rarely true that it consists of a uniform-color because of the degradation resulting low contrast and compression coding between background and text.

Since the regions of text contain many edge information, the edge based approaches are considered useful for the detection of text from video. This method is applied to detect the edge from the frame of video and to identify the regions that have a high edge of strength and density. The proposed method is efficacy just for the simple background but in the complex background it becomes less reliable. Sumathi and al [7] utilize a modified edge-map to detect the region of text and to localize it utilizing coarse to fine projection. In addition, they extract also the strings of text used an inward filling generality and local thresholding. Yu Liu and al [8] present a novel method using an edge map proposed by Sobel.
Our method is based on our observation that the colors of contrast exist between the adjacent background and the text. The proportional contrast between the text and its background is a very important feature to detect the text from the region. The Fig.1 shows the overall procedure of our proposed method to detect the text.

A. Morphological Gardient

So as to recognize the regions of text from complex background a morphology based methodology is utilized to remove high contrast feature [13].

Let \( I(x,y) \) signify a gray level of the input of image. Let \( S_{m,n} \) mean an organizing element with size \( m \times n \); where \( m,n \) are chances and bigger than zero. In addition, let \( \oplus \) signify a dilation operation, and \( \ominus \) signify an erosion operation.

Dilation Operation:
\[
I(x,y) \bullet S_{m,n} = I(x,y) \oplus S_{m,n}
\]

Erosion Operation:
\[
I(x,y) \circ S_{m,n} = I(x,y) \ominus S_{m,n}
\]

Difference:
\[
D(I_1, I_2) = I_1(x,y) - I_2(x,y)
\]

To acquire the morphological map, dilation (1) and erosion (2) operations are performed utilizing a disk auxiliary element \( S_{3,3} \). The difference (3) got from subtracting the two images are the consequence of the next step.

The Fig 2 presents the entire strategy of our morphology based procedure to extract the features of the contrast.
Fig. 2. Flowchart to extract the features of contrast for detection regions of text.

The Fig 3(b) shows an experiment result of the current process.

Fig. 3. Generation of morphological Gardient (a) Input image (b) Morphological Gardient image.

B. Thresholding

A threshold Otsu operation (4) is applied trailed by a marking procedure to extract the segments of text. In the threshold the background of the image. This parameter is dependable to decide the limit value of the binarization operation.

Thresholding:

\[ T(I(x,y)) = \begin{cases} 255, & \text{if } I(x,y) > T \\ 0, & \text{otherwise} \end{cases} \]  

(4)

The Fig 4(b) shows an experiment result of the current process.

Fig. 4. Generation of binarized image (a) Morphological Gardient image (b) Binarized image.

C. Extraction region candidate

The close regions can be easily associate based on the morphological closing operator (5) but for the regions whose its positions are far away to one another leave confined. In this part of the section, we apply the morphological dilation operator [14] on the image of the previous step. The application of this step is done for square of 9 x 1 of the image to get joint zone—referred to as writings blobs. On the off chance that a hole of back to back pixels among two nonzero points in a similar column is shorter than 5% of the picture width, they are loaded up with 1s. On the off chance that the associated components are littler than the value of the threshold, they are deleted. The value of the threshold is experimentally chosen by watching the minimum size of the region of the text. At that point, each associated component is reshaped to have a smooth limits. Since it is reasonable to acknowledge that the districts of content are generally in rectangular shapes, a rectangular ricocheting box is made by associating four focuses, which compare to (minimum_i, minimum_j), (maximum_i, minimum_j), (minimum_i, maximum_j), (maximum_i, maximum_j) taken from the text-blobs. The refined regions of candidate are appeared in Fig. 5(b).

Fig. 5. Extraction of the regions of candidate (a) Binarized image (b) Connected components through closing.

Let \( I(x,y) \) signify a gray level of the input of image. Let \( Sm,n \) mean an organizing element with size \( m \times n \); where \( m,n \) are chances and bigger than zero. In addition, let \( \ominus \) signify an erosion operation, and \( \oplus \) signify a dilation operation.

Closing operation:

\[ I(x,y) \ominus Sm,n = (I(x,y) \oplus Sm,n) \ominus Sm,n \]  

(5)

Let \( I(x,y) \) signify a gray level of the input of image. Let \( Sm,n \) mean an organizing element with size \( m \times n \); where \( m,n \) are chances and bigger than zero. In addition, let \( \ominus \) signify an erosion operation, and \( \oplus \) signify a dilation operation.
D. Extraction region candidate

The subsequent stage is to decide the real area of text between the limit smoothed candidate areas by a few valuable clues. The vertically longer candidates can be eliminate easily, since a large portion of writings are put horizontally in the frames of video. In view of the perception that variation of intensity around the change pixel is huge because of the structure of the content of the text is very complex, so we utilize the prevailing nearby double example (DLBP) acquainted in [15] with portray the surface around the progress pixel. DLBP adequately catch the ruling examples in surface pictures. Dissimilar to the customary LBP approach, which just adventures the uniform LBP [16], given a surface picture, the DLBP approach figures the event frequencies of all revolution invariant examples characterized in the LBP gatherings. These examples are then arranged in plummeting request. The initial a few most as often as possible happening examples ought to contain ruling examples in the picture and, accordingly, are the prevailing examples.

LBP is a proficient and basic device to speak to the consistency of surface utilizing just the power design. LBP structures the twofold example utilizing current pixel and its all round neighbor pixels and can be changed over into a decimal number as shows the equation (6):

$$LBP_{P,R} = \sum_{i=0}^{P-1} s(g_i - g_c)2^i, \text{ where } s(x) = \begin{cases} 1, & x \geq 0 \\ 0, & x < 0 \end{cases} \quad (6)$$

Where, $P$ and $R$ signify the user's picked number of round neighbor pixels of a particular pixel and the radius of circle respectively. $g_c$ and $g_i$ mean the intensity of the current-pixel and circular neighbor-pixels respectively.

In figure 6 we can see that the region of text is well identified from other candidates.

IV. EXPERIMENTAL RESULTS

Our method has been tried on different images video cam and a videos for a real life. Our algorithm have been implemented in visual studio C++ on an Intel center I7 PC with 2.70 GHz CPU. We made our database comprising of various videos arrangements of with size 640 × 480 pixels. The most of content occasions were stationary and all of content had a horizontal orientation. The database consists of videos imported from the TV. These videos include news TV, televised advertisements, televised football matches etc.... The videos chosen are very complex, they are made up of different colors, of different text and of different languages. The sequences of video were caught at 20 frames per second.

It is difficult to detect the text scene because some type of text have a different size and irregularly aligned. The Fig 7 presents the detection of the scene text in different video frames.

V. CONCLUSION

Content installed in recordings regularly conveys the most significant data, such as time, spot, name or subjects, and so on. This data may do incredible assistance to video ordering and video content comprehension. We proposed a new strategy to de detect the text from complex frames of video. Our identification strategy depends on the observation if the colors of contrast is exist between the adjacent background and the text. The generation of the morphological map is obtained by the difference among opening and closing frame. For each region of candidate, the connected components are produced and afterward each linked component is reshaped. The predominant local binary pattern is utilized to discover the variation of intensity around transition of pixel. The limits of the regions of the detected text are localized precisely utilizing the projection of the pixels of text in the morphological map. To prove the good performance of our proposed method to detect the text, different videos and images have been tried. The proposed strategy is valuable for the real time application.
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