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Abstract—The amount of data represented by the Internet of Things (IoT) is continually growing and is expected to reach more than one third of the total amount of Internet traffic by 2020. Wireless sensors pose a great challenge because of the varying radio conditions and the limited energy and computational capabilities they have. This is why we have developed an Objective Function (OF) that uses fuzzy logic to dynamically adapt to variable environments in wireless networks. Simulation results will show that the proposed algorithm increases performance compared to other solutions by up to 15% in terms of throughput and by up to 14% in terms of Packet Delivery Ratio (PDR) without compromising energy consumption.

Index Terms—Routing protocol, Fuzzy-based, Objective Function, Internet of Things.

I. INTRODUCTION

The Internet of Things (IoT) is composed of connected devices present in the environment, vehicles, building automation or home appliances. These sensing devices are used to improve specific environments, safety and everyday life by providing awareness and accurate measures of the surroundings and by transporting and processing relevant data. Use cases are broad and two examples include: measuring sunlight, humidity or air quality at different places in a location to monitor the environment (Wireless Sensor Network - WSN), and detecting electricity activity to control energy consumption (smart grid).

Low-power and lossy networks (LLNs) are characterized by such connected wireless devices having low processing power and memory, the need to save energy consumption and a high loss ratio. Routing Protocol for Low-Power and Lossy Networks (RPL) [1] is a widely used network layer protocol in LLNs. It is a IPv6 Low-power Wireless Personal Area Network (6LoWPAN) proactive vector distance protocol, thus it is Internet-compatible. The specific case of WSNs in the IoT poses a harder challenge to routing because of dynamic radio conditions and interference in the wireless environment. Managing mobility [2] further increases the complexity of the problem and is beyond the scope of this article. Given that global traffic from IoT devices is rapidly growing [3], solutions must be found by the dawn of 2020 to adapt to this new context.

In WSNs, one or several metrics such as delay, energy consumption or reliability must be respected. For instance, in the case of a proximity sensor in a vehicle, delay is of paramount importance to avoid an accident, or a sensor inside a wall needs its energy consumption to be as low as possible.

RPL is designed to take into account up to several metrics [4] (see section II-B) to optimize one or more of them. However, it is difficult to find one common solution to different problems because optimizing one metric might cause another metric to be worse. More than that, a WSN can be a very dynamic environment in terms of radio conditions, connectivity and mobility, residual energy and specific needs of nodes. This can cause one formula to perform well in some scenarios but to perform poorly in other scenarios or under changing conditions (i.e. all batteries get very low).

Several solutions exist to address the issue. Dynamically optimizing MAC parameters has been done, like the ADAPT algorithm [5] (see section II-A). More specific to RPL, this [6] proposition uses queue utilization to load balance packets in the network in order to improve Packet Delivery Ratio (PDR). Another algorithm [7] (see section II-A) that considers all available metrics to focus on the most problematic one to improve performance has also been developed and yields good results (see section IV). However, these algorithms ultimately focus on either one metric, aim at improving one aspect of the network’s performance or do not take energy into account. As a WSN can be composed of heterogeneous nodes with different needs, a dynamic solution taking into account these different needs is required to further improve network performance and to be able to better withstand worldwide traffic in the near-future [3]. It is also possible to focus on optimizing signaling [8] but the aim of this article is on improving routing.

Unlike most existing approaches, we propose a dynamic strategy to tackle with the problem at hand by introducing fuzzy logic. The general idea is to overlook all available metrics and take a decision based on all of them. The result will vary based on the value of each metric to prevent any of them to reach a critical level. In any case, all metrics will always be taken into account to avoid having one metric dominating all the others.

This fuzzification process allows the algorithm to finely adapt to a dynamic environment no matter what metrics are available. In order to evaluate this new strategy, we have implemented it on the well-known RPL. Simulation results will show that this solution outperforms several algorithms. Compared to [7], our proposition yields better results in terms of PDR by up to 14% (section IV-B) and throughput by up to 15% (section IV-C).

The remaining of this paper is organized as follows: the
state of the art is presented in section II, the proposed solution is detailed in section III, performance evaluation is brought to light and discussed in section IV and section V concludes this paper.

II. RELATED WORK

As mentioned in section I, several solutions exist to approach the problem of routing in WSNs. One possible way to regroup these algorithms is according to the number of considered metrics. The algorithms can focus on:

- using one metric only;
- comparing several metrics but using only one in the end;
- combining several metrics.

Focusing on one metric is useful to reach one specific goal like energy saving or minimum delay. However, looking at only one metric might not be the most efficient way to improve performance of the whole network and different nodes might have different needs. Furthermore, if considering only one metric yields to more than one possible path it could be complicated to decide which path to choose from. To resolve these issues, one solution is to look at several metrics to select the one that will be used in the end. As only one metric is ultimately used to find the best path, the optimization problem remains simple in terms of complexity and having a look at all metrics allows to take a better decision. Finally, it is possible to overlook all metrics and take all of them into account. The optimization problem becomes more complex but enables maximum control over the path to select by choosing for any metric which one is to be considered and to what extent.

A. Existing Objective Functions

In RPL (see section II-B), two objective functions are defined: the Objective Function Zero [9] (OF0) and the Minimum Rank with Hysteresis Objective Function [10] (MRHOF). OF0 simply uses the number of hops to compute the best path and MRHOF is either based on ETX or energy. As MRHOF considers only ETX or energy, it can hardly adapt to a situation where other aspects like throughput or both ETX and energy must be taken into account.

An example of an algorithm that uses several metrics to focus on one aspect of performance is the ADaptive Access Parameters Tuning (ADAPT) algorithm [5]. It is used in WSNs to improve reliability by measuring the delivery ratio of packets and modify MAC parameters in order to reach the desired PDR. In ADAPT, the delivery ratio is measured by comparing the number of sent messages against the number of received corresponding acknowledgments. The ratio is smoothed over time to avoid sudden changes of having too much impact. There are two thresholds in this algorithm: when the lower one is reached, it means the delivery ratio is not good anymore and the algorithm is run to correct the problem. The upper bound is used to avoid unnecessary runs of the algorithm which would consume too much energy. These two thresholds are set to specific values to achieve the best performance. Although ADAPT saves energy by optimizing MAC parameters, it is not designed to primarily focus on energy saving.

Another example is the Non-Linear Objective Function [7] (NL-OF) which can use any number of additive metrics. Each metric value is divided by a predetermined Quality of Service (QoS) requirement used to normalize it. In order to improve the score of the objective function, all normalized values are compared to one another and the worst one is used. Two advantages to this approach are that it allows to focus on the most critical metric and the algorithm is rather simple to implement. That is, one has to only compare the normalized metrics and pick up the highest value. However, in the case where one node on a given path has a particularly bad metric value, only this metric will be considered for all nodes that will connect to this node. For instance, if one node has a very high energy consumption value, all of its children will compute their path according to energy consumption regardless of any other metric, even if these nodes have a near-full battery level.

It is important to note that any metric that is not included in computing the rank of a given node will cause this metric to simply be ignored. That is, if for instance the ETX is high enough to be the only metric considered to compute the rank, the energy will be ignored and a node with a good ETX value will have its battery drained quickly.

B. RPL overview

RPL uses the concept of rank to organize the topology. A node will connect to the neighbor with the smallest rank of the chosen instance. The rank is influenced by the given Objective Function (OF) and it is up to the current node to compute its rank given its parent’s rank. An OF uses one or more metrics or constraints to compute a score which will influence the rank. The smaller the rank the better, thus a good metric/constraint will yield a low rank. A constraint has a maximum allowed value and if this value is reached, the link is considered unusable. For instance, a sensor in a time-critical application will require the delay not to be higher than a certain value. RFC 6551 [4] defines several metrics: node energy, hop count, throughput, latency and Expected Transmission Count [11] (ETX) amongst others. ETX is the number of total (re-)transmissions needed to send one packet. One can use any of these metrics or constraints to influence the rank value. When a node needs to join the network, it may broadcast a special packet called DODAG Information Solicitation (DIS) to request information from nearby nodes connected to the network (the potential parents). These potential parents will then broadcast a DODAG Information Object (DIO) to inform neighboring nodes about the current instance.

RPL uses a tree-like topology called Directed Acyclic Graph (DAG) rooted at one or several sinks. For each sink, at least one Destination Oriented Directed Acyclic Graph (DODAG) is needed. A sink might also act as a border router, connecting the topology to some wider network like the Internet (as RPL is IPv6 compatible). The exact method on how to build an instance is purposely not specified in RFC 6550 to allow the developer the freedom to adapt the OF to specific requirements.
There are two main advantages to RPL. The first is that the resulting tree-like topology allows for simple routing, as most of the time sensor nodes only need to send their data upwards to the root. The second advantage is the fact that a node needs only to probe its neighbors for their rank, so almost no computations and only a small amount of memory are needed on all nodes but the root. RPL is thus a fine choice for a many-to-one configuration. The challenge is the design of the one or many OFs to obtain the best performance and/or to reach the desired goal. As aforementioned, there are plenty of approaches that can be used but taking into account all metrics to optimize all aspects of a network is not something that has been done by many.

III. Fuzzy-based Objective Function

In this section, we present the proposed Fuzzy-based Objective Function (F-OF). Fuzzy logic allows a decision-making process to be more fine-grained. Instead of a binary result (i.e. TRUE or FALSE), it is possible to be somewhat in-between those two opposite values. This approach is very powerful in WSNs because it enables to take into account several metrics up to a certain degree, which dovetails well with the dynamic nature of the environment nodes are placed in. However, some metrics are such that if they have a too high value the link must be considered unusable. This is the case, for instance, if a node’s energy consumption has reached the node’s total energy capacity (the battery is flat). Similarly, we might as well consider the occurrence where the metric’s value is very small: in the case of the battery, as long as the residual energy is above a given threshold it could be drained freely in order to improve the system performance.

A. General case

Let us consider the set $N$, a network composed of $n$ nodes. Each node (vertex) $V_j \in N, j = 0, 1, \ldots, n$ may use any available metric. If $k$ is the number of metrics, we define the vector $M_j$ containing the $k$ metrics available to node $V_j$, that is:

$$M_j = [m_0, m_1, \ldots, m_k]$$

In order to decide what metric will be considered and to what extent, we define four bounds (three intervals) such that any metric value $m_i \ (i = 0, 1, \ldots, k)$ is in one and only one of the three intervals:

- $m_i^{\text{min}}$: the lowest possible value of $m_i$;
- $m_i^{\text{lo}}$: the lower bound to start considering $m_i$;
- $m_i^{\text{hi}}$: the upper bound before considering only $m_i$;
- $m_i^{\text{max}}$: the maximum possible value of $m_i$.

A metric within the first interval (between $m_i^{\text{min}}$ and $m_i^{\text{lo}}$) is not considered to matter and will be ignored. A metric within the second interval (between $m_i^{\text{lo}}$ and $m_i^{\text{hi}}$) will be taken into account and will influence the result. Finally, a metric within the third interval (between $m_i^{\text{hi}}$ and $m_i^{\text{max}}$) will take over the rest and only this metric will be considered. This is useful if a strong constraint is needed. Hence, the fuzzification is done through the coefficient $\alpha_i$ of any metric:

$$\alpha_i = \begin{cases} 
0 & \text{if } m_i < m_i^{\text{lo}} \\
1 & \text{if } m_i^{\text{lo}} \leq m_i \leq m_i^{\text{hi}} \\
+\infty & \text{if } m_i^{\text{hi}} < m_i
\end{cases}$$

We can now define the score $S_j$ of any node. The score is the total of all metric values such that a lower score is preferable to a higher score. A node will be selected as parent by a neighbor if it has the lowest score of all neighbors. However, we first need to normalize the metric values before adding them together. The normalization vector $\Gamma$ will serve this purpose:

$$\Gamma = [\gamma_0, \gamma_1, \ldots, \gamma_k]$$

As one specific metric has the same range of values no matter the considered node, there is only one normalization vector (i.e. not one per node). We have:

$$S_j = \sum_{i=0}^{k} \alpha_i \cdot \left( \frac{m_i}{\gamma_i} \right)$$

As aforementioned, equation 2 allows to completely ignore a metric ($\alpha_i = 0$) or to max out the score if a metric is too big ($\alpha_i = +\infty$). The coefficient $\alpha_i$ will not impact a metric within the second interval ($\alpha_i = 1$). It is of course possible to fine-tune the intervals’ value to fit specific needs. For instance, if some node $V_p$ needs its residual energy $m_e \ (m_e \in M_p$ and $0 \leq e \leq k)$ to always be considered, we will write:

$$m_e^{\text{min}} = m_e^{\text{lo}}$$

so even on a completely full battery, the residual energy will be taken into account. Likewise, if no constraint is needed on one specific metric, it is possible to define the upper bound such as:

$$m_e^{\text{hi}} = m_e^{\text{max}}$$

In this case, although the score value is not explicitly set to $+\infty$, this metric might reach very high values such that the other metrics will be negligible. However, even if this is the case, the rise of this metric will be more progressive compared to setting it directly to $+\infty$. Finally, we can write the complete objective function $P_\zeta$ that will determine for any node $V_j \in N$ the best parent amongst the node’s neighbors $Z (\text{Zeta}) \subset N$:

$$P_\zeta(V_j) = \min_{\zeta \in Z} (S_\zeta)$$

That is, $P_\zeta$ is the parent with the lowest score as defined in equation 4. $Z$ is a strict subset of $N$ because one node will never consider itself as a potential parent. The vector $M$ (eq. 1) can be adjusted to dovetail to the number of available metrics to impact equation 7 accordingly.
B. ETX and energy-aware case

In this paper, three metrics amongst the ones defined in [4] are considered: hop count, ETX and energy remaining (or residual energy). If nodes were different, especially in terms of battery capacity and/or power consumption a more thorough definition of energy would be required. For instance, if two nodes are identical on all aspects except one has twice as much battery capacity as the other one, considering only the remaining power in percentage is not adapted because the node with more battery power could be more solicited due to it having more energy in storage. Also, metrics are additive so they are computed on the whole path and not only on the current node or link.

The proposed OF, Fuzzy-based Objective Function (F-OF), overlooks all metrics and uses a threshold (see section IV-A) to determine if a node has enough remaining energy. Three cases are possible (eq. 2):

- The current node has a battery level greater than the given threshold;
- The current node’s battery is below the given threshold;
- The current node has an empty battery.

In the first case, the current node will not take its battery level into account. Using only ETX will yield to better performance in terms of delay, PDR and throughput by sacrificing battery power. The second case takes into account the ETX and the remaining battery level of the current node to compute the rank. This case is very important because it will prevent a node with a very good ETX metric to be always solicited and have its battery drained rapidly. In the third case, it is not possible to use this node anymore. Normalizing the metrics can be tricky and one solution is to set the acceptable lower and upper bounds ($m_i^{lo}$ and $m_i^{hi}$ respectively) beforehand. The values of the bounds are discussed in section IV-A. The running of F-OF is illustrated in algorithm 1. It allows a node to search for the parent with the best rank amongst all neighbors (eq. 7) by only considering ETX if its battery is almost full (lines 6-7 in algorithm 1). In the case where the battery is too low (lines 8-9), residual energy will be considered ($\alpha_e = 1$) for this node (eq. 4). The special case depicted on lines 4-5 in algorithm 1 is when the battery is completely empty, thus the node can not be used at all ($\alpha_e = +\infty$). In this algorithm the rank is computed by adding the rank (cost) to the parent (variable rank, defined on line 3) and the (additive) rank of the parent (parentRank(), line 11). After going through all neighbors, the current node will "hook" to the network by becoming the child of the neighbor with the lowest returned rank (see eq. 7).

IV. PERFORMANCE EVALUATION

A. Simulation setup

The contribution has been tested using RPL on the well-known ContikiOS which is an embedded operating system that can be uploaded on sensor nodes. For this simulation, contikiOS has been run on a Linux computer using the Cooja emulator. Wismote nodes have been used for all devices. The power consumption of all nodes is based upon the datasheets of the CC2520 radio transceiver [12] and MSP430 microcontroller [13]. Nodes are also considered to be powered by 2 AAA batteries (3.0 V) which allows to determine the total energy capacity. Table I summarizes the base parameters used for all simulations.

We studied the effects of changing several of these parameters, one at a time. The nodes have been placed on a 150 m per 90 m area (see fig. 1). The studied topology is purposely not symmetric so different paths are possible from any source to the sink and choosing one or another is not obvious. For instance, one path is set to be the shortest in terms of hops for several sources but if all traffic is routed through this path congestion will occur at higher loads. Other longer paths exist so it could be better to choose one of them instead if the former path is heavily congested. The simulation time is one hour to allow the system to stabilize, yielding to more accurate results. The sources are set to send 1 packet/s and the packet count (3300 packets) is set to be less than the simulation time (3600 s) to allow sources to have time to resend packets in case of bad transmissions. The traffic load ranges from 1 packet per second per source to 6 packets per second per source. The ETX has been changed by placing nodes closer or farther away from one another. The range between two neighbor nodes goes from 10 m to 30 m, the latter being the maximum transmission range with the worst ETX value.

Given that the MSP430 and the CC2520 are designed for low power consumption, the running time of the simulations would have to be very long for the impact of battery depletion to be visible. This is why the capacity of batteries has been divided by a factor 10 to cause a one hour simulation to drain a significant (more or less 20%) amount of all nodes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topology size</td>
<td>150 m - 90 m</td>
</tr>
<tr>
<td>Simulation time</td>
<td>1 hour</td>
</tr>
<tr>
<td>Traffic model</td>
<td>1 packet/s</td>
</tr>
<tr>
<td>Packet count</td>
<td>3300 packets</td>
</tr>
<tr>
<td>Packet size</td>
<td>16 Bytes</td>
</tr>
<tr>
<td>Tx range</td>
<td>30 m</td>
</tr>
<tr>
<td>Rx rate</td>
<td>75 %</td>
</tr>
<tr>
<td>Batteries capacity</td>
<td>1080 J</td>
</tr>
</tbody>
</table>

TABLE I: Basic simulation parameters.

Algorithm 1 The Fuzzy-based Objective Function rank computation.

```
1: etx ← 0
2: energy ← currentNode.getResidualEnergy()
3: rank ← 0
4: if battery == empty then
5:   rank ← +∞
6: else if energy > upperBound then
7:   rank ← etx
8: else
9:   rank ← (etx * energy)
10: end if
11: return (parentRank() + rank)
```
total capacity in order to study the effect of energy-saving algorithms. In view of this static energy capacity, we chose to start taking energy into account when the battery level is down by 15% ($m_{\text{lo}_{\text{energy}}} = 15$). Accordingly, $m_{\text{hi}_{\text{energy}}}$ and $m_{\text{max}_{\text{energy}}}$ are set to 100 (the battery is empty), at which point the rank is maximized. The ETX and energy metric values are in the $\mathbb{N}$ set so their minimum value is 0. The ETX is always considered ($m_{\text{min}_{\text{etx}}} = m_{\text{lo}_{\text{etx}}}$) and is not constrained ($m_{\text{hi}_{\text{etx}}} = m_{\text{max}_{\text{etx}}}$).

The performance evaluation is achieved by comparing the different studied algorithms in terms of PDR, throughput and energy consumption. Given that the resulting PDR varies greatly between the different algorithms, the delay is not necessarily significant to compare them to one another because of the different sampling sizes (i.e. varying number of packets reaching the destination), leading to inaccurate delay values in some cases. Four algorithms have been evaluated:

1) MRHOF is the OF as described in RFC 6719 [10]. It uses the squared ETX to influence the rank;
2) F-OF is our proposed solution;
3) E-OF is the Energy Objective Function that bases its rank solely on the energy metric;
4) NL-OF is the Non-Linear Objective Function [7] (see section II).

As results will show, E-OF has almost always the worst results\(^1\) of all except in terms of energy where it performs the best. MRHOF mostly has average results. NL-OF and F-OF are comparable in terms of energy consumption and F-OF yields better results in terms of PDR and throughput.

### B. Packet Delivery Ratio

Figure 2 plots the PDR of the four algorithms given the number of sources (fig. 2a) or the traffic density (fig. 2b). The packet delivery ratio tends to decrease as the number of sources increases because more packets are generated: when there is one source, 3300 packets are generated on the whole topology and when there are six sources, 19800 ($6 \cdot 3300$) packets are generated in total. Adding sources one by one also modifies the topology and because of this, all functions have one point where the PDR drops significantly. The drop is seen on F-OF when there are 2 sources and when there are 3 sources for the other functions. MRHOF is only slightly affected. MRHOF only considers ETX which does not change through time, hence it always chooses similar paths when the number of sources change and the PDR drops with increasing congestion. E-OF, NL-OF and F-OF additionally rely on energy and/or the number of hops. The changing level of energy will lead certain nodes to select different parents through time. These parents will then have different additive metric values and their resulting rank will change. Thus, because of the dynamic nature of this selection process, E-OF, NL-OF and F-OF are more affected than MRHOF when adding sources. In figure 2a, E-OF has the lowest PDR with values starting at 27.8% and up to 32.7%. MRHOF drops from 92.2% (1 source) down to 61.6% when there are 5 sources. NL-OF and F-OF both start at 98.8% of PDR when there is 1 source and end up at 80.0% and 91.8% respectively. Thus, F-OF is able to perform better by approximately 30% and 10% compared to MRHOF and NL-OF respectively.

In figure 2b, the impact of the traffic density is observed. The more traffic, the harder it is for all algorithms and performance drops significantly. MRHOF tends to keep the same paths through the simulation because of the static ETX. This causes a lack of load balancing and the impact is important: MRHOF performance is very low (PDR of 2%) when traffic is heavy. E-OF performs slightly better because the energy saving will lead to some load balancing. Indeed, if one node is often chosen as a parent its battery will be drained faster, its rank will increase and it will no longer by a parent for at least some time, giving it some respite. NL-OF and F-OF have the best PDR with respectively 80.0% and 94.1% when the traffic is low and 30.0% for NL-OF and 30.1% for F-OF at the highest traffic load. When the traffic is high, the difference between NL-OF and F-OF is not significant.

### C. Throughput

On figure 3a, the throughput increases rapidly as there are more sources because more packets are generated on the topology. However, the rate of throughput increase is different

---

\(^1\)Note that this objective function is only intended to serve as a lower bound on energy consumption and is not studied to have the lowest possible energy consumption.
for each algorithm. This rate is related to the PDR (fig. 2a) as a higher PDR means more packets make it to the destination and the throughput will be higher. E-OF has both the lowest starting throughput at 4.1 B/s and the lowest ending throughput at 24.0 B/s. The three other functions start off at approximately the same throughput, that is 13.5 B/s for MRHOF and 14.5 B/s for NL-OF and F-OF. When the number of sources reaches 5, the throughput values are 45.2 B/s, 58.7 B/s and 67.3 B/s, respectively for MRHOF, NL-OF and F-OF. Thus, F-OF performs better than MRHOF by 48.9% and better than NL-OF by 14.7%.

As with the increasing number of sources, the effect of increasing traffic density on throughput is visible on figure 3b and is related to the PDR (fig. 2b). MRHOF’s throughput drops the most followed by E-OF. F-OF yields to the best throughput when the charge is low (69.0 B/s) which is better than NL-OF (58.7 B/s) by 17.6%. However, although NL-OF and F-OF are the best at heavy charges, with respective throughputs of 132.2 B/s and 135.9 B/s, the difference is less significant (F-OF is only 2.8% better).

D. Energy consumption

In terms of energy consumption, figure 4a shows that the difference between all algorithms is only marginal (no more than 1%), though E-OF still is the algorithm consuming the least power, as expected. On figure 4b the difference is more significant, with NL-OF and F-OF being similar, E-OF performing better and MRHOF consuming the least power. The reason why the consumption of E-OF is decreasing towards the end is because of the decreasing in PDR and throughput (figs. 2b and 3b). Similarly, the low PDR (fig. 2b) and resulting low throughput (fig. 3b) of MRHOF explain why its energy consumption is the lowest of all algorithms.

V. CONCLUSION

The rapidly increasing traffic in the IoT poses the problem of routing and it is difficult to design an efficient algorithm to improve PDR, throughput and energy consumption. We are convinced that fuzzy logic is the key to significantly improving routing by better adapting to the needs of nodes. Results show that a solution that encompasses all metrics through a fuzzification process yields to better PDR and throughput and that energy consumption is not higher. Future work will be twofold: focusing on using more metrics and variable bounds to allow an even better adaptation of the algorithm to different topologies, and taking into account mobility and implementing the solution on a testbed to yield to more realistic results.
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