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Abstract

Motivated by the result of invariance of regular-boundary open sets in [9] and multi-stability issues in gene networks, our paper focuses on three closely related aims. First, we give a necessary local Lipschitz-like condition in order to expect invariance of open sets (for deterministic systems). Comments on optimality are provided via examples. Second, we provide a border avoidance (near-viability) counterpart of [9] for controlled Brownian diffusions and piecewise deterministic switched Markov processes (PDsMP). We equally discuss to which extent Lipschitz-continuity of the driving coefficients is needed. Finally, by applying the theoretical result on PDsMP to Hasty’s model of bacteriophage ([24], [12]), we show the necessity of explicit modeling for the environmental cue triggering lysis.
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1 Introduction

A special feature of controlled systems (either deterministic or presenting some randomness) is the ability to keep trajectories within confined domains \( K \) (subsets of the state space). This property is known as invariance when achieved with arbitrary control and viability when special construction of the control is required. Since the pioneer work by Nagumo [29], both properties (invariance and viability) have been extensively studied in either deterministic or stochastic settings (Brownian or jump diffusion, piecewise deterministic Markov setting, etc.). The ensuing related literature is huge and we will only be able to mention a few of the available results (and methods). Traditionally, for closed sets \( K \), the problem can be tackled either by contingent or quasi-tangency methods (e.g. [2], [1], [3], [20], [10], etc.) or by using the theory of viscosity solutions (e.g. in [8], [4], [5], [31], [21], [30]). In [9], the authors consider the invariance problem for Brownian diffusions for an open set \( K \) when \( K \) has smooth border. They show that, whenever \( K \) is a piecewise \( C^{2,1} \)-smooth domain, invariance of \( K \) and invariance of \( \mathring{K} \) are equivalent. In other terms, a solution starting from \( x \in \mathring{K} \) not only remains in \( K \) but it also avoids border \( \partial K \). The method employed in [9] relies on the regularity of the signed distance function (\( \delta_K \) introduced in [15]) and a-priori estimates requiring Lipschitz-regularity of the driving coefficients. This direct method based on the use of a test function of type \( -\ln \delta_K \) has also been used by the authors of [7].

For complex systems of interaction between several players or species, the notion of multi-stability plays a central part. We have in mind the simplest example relevant to this framework in the hybrid modeling of gene networks: the phage lambda. Roughly speaking, in order to survive, the bacteriophage relies on the host (E-Coli). Two issues are then possible (for a temperate form of phage): either a cohabitation (lysogeny resulting in moderate replication of prophage) or high speed replication ultimately leading to excision (lysis). Following the simplified model introduced by [24], a piecewise deterministic model has been introduced in [12] (and the averaging probabilistic techniques rigorously justified in [11]). In such models, migrating from lysogenic to lytic cycle is indicated by a cro-repressor-related variable reaching some threshold level. In other words, as the model trajectory reaches this threshold level (the boundary of lysogenic region \( \partial K^{lyso} \)), the dynamics are altered to induce stable attraction to the lytic \( \theta \)-concentration of cro-repressor.

The aim of the present paper is threefold.
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First, we try to investigate to which extent the Lipschitz-regularity of the driving coefficients for the dynamics can be weakened in order to still envisage invariance of $\tilde{K}$ for compact domains $K$ of class $C^{2,1}$. By reasoning with respect to deterministic (uncontrolled) systems

$$dX^t_x = b(X^t_x) \, dt, \text{ for all } t \geq 0; \quad X^0_x = x \in \mathbb{R}^N,$$

we present a dychotomy-type necessary condition. This condition is motivated by the fact that what matters for invariance is not $b$ itself (see examples in Section 3) but the behavior locally around the border $\partial K$ of the outward velocity

$$b^+(x) = \langle b(x), \nu_K(\pi_{\partial K}(x)) \rangle^+ = \max \{ \langle b(x), \nu_K(\pi_{\partial K}(x)) \rangle, 0 \},$$

where $\pi_{\partial K}$ is the projection onto $\partial K$ and $\nu_K$ designates the outward unit normal to $K$. When the driving coefficient has a bad continuity modulus (the typical example being of Hölder type and the quality being measured by some distribution’s inverse function being no worse that $\frac{1}{\|x-y\|^{1+\delta}}$), the necessary condition for invariance of $\tilde{K}$ (in Proposition 3.6) is of local Lipschitz-type

$$\liminf_{x \in K, \delta_K(x) \to 0} \frac{|b^+(x) - b^+(\pi_{\partial K}(x))|}{\|x - \pi_{\partial K}(x)\|} < \infty.$$

We present further examples concerning the optimality of the condition. In the necessary condition one cannot (in general) replace $\liminf$ with $\limsup$ (cf. Example 3.8). This condition may fail to hold for convenient continuity moduli (cf. Example 3.9). Finally, the condition cannot be strengthened to a pointwise one (i.e. by replacing $\delta_K(x) \to 0$ with $x \to \hat{x}$ for all $\hat{x} \in \partial K$, cf. Example 3.10).

The second aim of the paper (Section 4) is to provide the near-viability counterpart of [9] for controlled Brownian diffusions

$$\begin{cases}
    dX^t_{x,u} = b(X^t_{x,u}, u(t)) \, dt + \sigma(X^t_{x,u}, u(t)) \, dW_t, \quad \text{for } t \geq 0, \\
    X^0_{x,u} = x \in \mathbb{R}^N,
\end{cases}$$

driven by regular coefficients. We adopt a slightly different method than the one used in [9]. We note that near-viability enforced with initial data close to $\partial K$ is sufficient to imply near-viability of $\tilde{K}$. The near-viability indicator value function

$$V(x) := \inf_u \mathbb{E}_{x,u} \left[ \int_{\mathbb{R}^+} e^{-\lambda t} \mathbb{I}_{\tilde{K}}(X^t_{x,u}) \, dt \right]$$

is then approximated by regular subsolutions $(V^a_n)^\circ$ of (approximating) Hamilton-Jacobi-Bellman equations. By multiplying these functions with $\delta_K$, one gets a family of smooth functions $W_n := -\delta_K \times (V^a_n)^\circ$. Finally, by "comparing" (at global minimum points) these functions with the 0-constant (subsolution) and passing to the limit as $n \to \infty$, it follows that, as soon as the closed set $K$ is near-viable, $V$ cannot be strictly positive at any point $x \in \tilde{K}$. This comparison uses extensively the (closed-set) viability characterization in [6] and some estimates for the infinitesimal operator $L^u$ applied to the signed distance $\delta_K$ locally close to $\partial K$. Our results are proven for bounded Lipschitz-continuous coefficients $b$ and $\sigma$. However, Lipschitz-regularity is only required to provide the smooth approximations $V^a_n$ (using Krylov’s shaking of coefficients method cf. [26]). Alternatively, generalization of Gronwall’s inequality may be envisaged for suitable continuity moduli (see Remark 4.2) and the remaining steps in the proof of the main result (Theorem 4.7) apply with local Lipschitz-like condition (similar to the necessary ones).

Third, we show that the same program (explained for Brownian diffusions) works in the setting of controlled piecewise continuous switched Markov processes. This is a particular class of piecewise deterministic Markov processes (abbreviated PDMP and introduced in [13],[14]) consisting of a couple mode/average behavior $(\Gamma, X)$. The switch changes the mode and the piecewise deterministic (mode-dependent) behavior gives the flow for the averaged component. The main theoretical result of Section 5 (Theorem 5.2) gives the necessary and sufficient condition in order to guarantee near-viability of PDMP of switch-type. We discuss the implication on the simplified model of bacteriophage (cf. [24], [12]). To cope with the fundamental bistability issues, the authors of [12] invoke the quasi-steady distribution heuristics (resulting in some quartic equation cf. [12, Eq. (26)]) susceptible to give the lysogenic "steady-state"). The authors equally mention failure of such computations for nonlinear systems (cf. [28]). For the hybrid model of
phage \( \lambda \), our results on invariance (or near-viability) turn out to prove an even stronger dichotomy: no (single) set of reaction speeds can guarantee the toggle between a lysogenic behavior (even when the latter is not reduced to a single steady-state but to a whole invariant region) an a lytic one (leading as usual to the attractor 0). Indeed, starting from a clear lysogenic-associated initial configuration \( x \in K^{\text{lyso}} \), the system can never reach the lysis-triggering zone (\( \partial K^{\text{lyso}} \)). This reinforces the biological belief that such toggle follows from an environmental (external) cue and should be explicitly taken into account in the modeling approach.

Let us briefly explain how the paper is organized. Section 2 presents the main notations employed throughout the paper as well as the invariance and near-viability notions. We also gather here some useful tools for signed distances. Section 3 addresses the necessary local-Lipschitz condition for deterministic systems in order to expect invariance of open sets. The main result (Proposition 3.6) is accompanied by examples commenting the optimality of the condition. The main results on the near-viability of open sets with respect to Brownian-driven diffusions are provided in Section 4. We hint at as some possible generalizations. Finally, the piecewise deterministic switch framework is presented in Section 5. We begin with some structure considerations on PDMP and the main theoretical result on near-viability (Theorem 5.2). We continue with a presentation of Hasty’s model for bacteriophage lambda. Finally, we come back to the mathematical model in [12] to which we apply our theoretical results and present some ensuing comments. Standard proofs for auxiliary results are gathered in the Appendix 6.

## 2 Preliminaries

### 2.1 Notation, Definitions

Throughout the paper we will make use of the following notations. We denote by \( \mathbb{R}_+ \) the set of non-negative real numbers. For \( x \in \mathbb{R} \), we let \( x^+ \) to be \( x \) if \( x \leq 0 \) and 0 otherwise (i.e. \( x^+ = \max \{ x, 0 \} \)). The absolute value of \( x \in \mathbb{R} \) is denoted by \( |x| \).

The state space (for our systems) is assumed to be some Euclidean space otherwise (i.e. the attractor is not reduced to a single steady-state but to a whole invariant region) an a lytic one (leading as usual to the set of reaction speeds can guarantee the toggle between a lysogenic behavior (even when the latter phage

Whenever \( O \subset \mathbb{R}^N \),

- we denote its characteristic \((0/1\text{-valued})\) function by \( \mathbb{1}_O \) (this notation also applies to general sets which are not subsets of an Euclidean space);
- we denote by \( O^c \) the complementary set i.e. \( \mathbb{R}^N \setminus O \), by \( \hat{O} \) its interior and by \( \bar{O} \) its closure (these notation also apply to general subsets with an additional requirement of topology when necessary);
- we denote by \( d_O \) the Euclidean distance function \( d_O : \mathbb{R}^N \to \mathbb{R}_+ \) given by \( d_O(x) := \inf_{y \in O} \|y - x\| \), for all \( x \in \mathbb{R}^N \), where \( \inf \) stands for the infimum;
- whenever \( O \) is closed, the projection set of \( x \in \mathbb{R}^N \) (onto \( O \)) is given by \( \Pi_O(x) := \{ y \in O : d_O(x) = \|y - x\| \} \).

Whenever this set reduces to a singleton, we denote by \( \pi_O(x) \) its unique element;

- whenever \( O \) is closed with nonempty interior \( \hat{O} \) and boundary \( \partial O \), the oriented distance from \( \partial O \) is the function \( \delta_O : \mathbb{R}^N \to \mathbb{R} \) given by
  \[
  \delta_O(x) := d_{\partial O}(x) \mathbb{1}_O(x) - d_{\partial O}(x) \mathbb{1}_{O^c}(x), \text{ for all } x \in \mathbb{R}^N;
  \]
- whenever \( O \) is open, we denote by
  - \( C^1(O) \) the set of real-valued differentiable functions on \( O \) and by \( D\phi \) the gradient of \( \phi \in C^1(O) \),
  - \( C^2(O) \) the set of real-valued twice differentiable functions on \( O \) and by \( D^2\phi \) the Hessian matrix of \( \phi \in C^2(O) \),
  - \( C^{2,1}(O) \) the subset of \( C^2(O) \) of functions having bounded Lipschitz-continuous second order derivative.

A set \( K \subset \mathbb{R}^N \) is said to be

- a closed domain of class \( C^{2,1} \) if it is closed, connected and, for all \( x \in \partial K \), there exists a positive radius \( r > 0 \) and a regular function \( \phi : \{ y \in \mathbb{R}^N : \|x - y\| < r \} \to \mathbb{R} \) belonging to \( C^{2,1} \left( \{ y \in \mathbb{R}^N : \|x - y\| < r \} \right) \) such that
  \[
  \{ y \in \partial K : \|y - x\| < r \} = \{ y \in \mathbb{R}^N : \phi(y) = 0 \};
  \]
• a compact domain of class $C^{2,1}$ if it is a closed domain of class $C^{2,1}$ and compact.

The space of matrix of type $M \times N$ ($M$ lines and $N$ columns for positive integers $M, N$) with real entries is denoted by $\mathbb{R}^{M \times N}$. For a square matrix $A = (a_{i,j})_{1 \leq i,j \leq N} \in \mathbb{R}^{N \times N}$, its trace is given by $\text{Tr} [A] := \sum_{1 \leq i \leq N} a_{i,i}$. Finally, the space of symmetric matrix is denoted by $\mathcal{S}^N$.

Following [26], we recall some notations. Given a bounded, Lipschitz-continuous function $f : \mathbb{R}^n \times U \rightarrow \mathbb{R}$, we set

$$
\|f\|_0 := \sup_{x \in \mathbb{R}^n, u \in U} |f(x,u)|, \quad [f]_1 := \sup_{x \in \mathbb{R}^n, y \in \mathbb{R}^n, x \neq y, u \in U} \frac{|f(x,u) - f(y,u)|}{\|x - y\|}, \quad \|f\|_1 := \|f\|_0 + [f]_1. \tag{1}
$$

When the function $f$ is $\mathbb{R}^N$-valued, the notations remain the same but $|\cdot|$ is replaced with $\|\cdot\|$. If the function $f$ is matrix $\mathbb{R}^{N \times M}$-valued, the norm is induced by $\sqrt{\text{Tr}[f^*f]}$.

Let us now recall the concepts of viability and near-(or $\varepsilon$-)viability. To this purpose, we will consider the controlled trajectories of our systems (deterministic, diffusive, piecewise deterministic switched, etc.) denoted by $X_t^{x,u}$, starting (at time $t = 0$) from $x \in \mathbb{R}^N$ and controlled by some (conveniently admissible) $U$-valued control process $u$. The notion of admissibility will be addressed in the corresponding sections. These processes will live on a probability space generically denoted by $(\Omega, \mathcal{F}, \mathbb{P})$.

**DEFINITION 2.1.**

i. The set $O \subset \mathbb{R}^N$ is said to be invariant if, for every initial datum $x \in O$ and every admissible control process $u$, the associated trajectory satisfies $X_t^{x,u} \in O$, $dt \times \mathbb{P}$-a.e. on $\mathbb{R}_+ \times \Omega$.

ii. The set $O$ is said to be (strongly) viable if, for every initial datum $x \in O$ there exists an admissible control process $u$ such that the associated trajectory satisfies $X_t^{x,u} \in O$, $dt \times \mathbb{P}$-a.e. on $\mathbb{R}_+ \times \Omega$.

iii. The set $O$ is said to be near-viable or $\varepsilon$-viable if, for every $x \in O$ and every $\varepsilon > 0$, there exists a control process $u^\varepsilon$ such that the (exponential/discounted in time) probability of occupation of the exterior of $O$ is less than $\varepsilon$ i.e.

$$(\text{Exp}(\lambda) \times \mathbb{P}) \left( \left\{ (t, X_t^{x,u^\varepsilon}) : t \geq 0, \ X_t^{x,u^\varepsilon} \in O^c \right\} \right) = \lambda \mathbb{E} \left[ \int_{\mathbb{R}_+} e^{-\lambda s} \mathbb{1}_{O^c} \left( X_s^{x,u^\varepsilon} \right) ds \right] \leq \varepsilon.
$$

**REMARK 2.2.**

i. The property of near-viability is equivalent to the value function

$$
v_O(x) := \inf_u \mathbb{E} \left[ \int_{\mathbb{R}_+} e^{-\lambda s} \mathbb{1}_{O^c} \left( X_s^{x,u^\varepsilon} \right) ds \right]
$$

being $0$ for all $x \in O$. Again, the infimum is taken over properly measurable $U$-valued process.

ii. The actual value of $\lambda > 0$ does not change the notion, since the resulting measures are equivalent.

iii. Viability and near-viability are equivalent under standard convexity assumptions on coefficients as soon as $O$ is closed (implying that the criterion $\mathbb{1}_{O^c}$ is lower semi-continuous). For further details, the reader is invited to consult [17] for diffusions, respectively [16] for piecewise deterministic Markov processes.

iv. If one wishes to express the invariance property through an optimal control problem, one only needs to replace the infimum in the definition of $v_O$ with supremum.

2.2 Some Tools

Following [9], we recall some elements linked to regular-border closed sets $K$. We assume $K \subset \mathbb{R}^N$ closed set with nonempty interior $\bar{K}$ and boundary $\partial K$. The following proposition gathers some useful properties of compact domains of class $C^{2,1}$ (cf. [9], [15]).

**PROPOSITION 2.3.** Let us assume $K \subset \mathbb{R}^N$ to be a compact domain of class $C^{2,1}$. Then there exists some $\varepsilon_0 > 0$ such that

i. For every $x \in K_{\varepsilon_0} := \{ x \in K : \delta_K(x) \leq \varepsilon_0 \}$, the projection set $\Pi_{\partial K}(x)$ reduces to a unique element denoted by $\pi_{\partial K}(x)$ (i.e. $\|x - \pi_{\partial K}(x)\| = \delta_K(x)$);
ii. the function $\delta_K$ is of class $C^{2,1}(O)$ for some open set $O$ containing $K_{e_0}$ and

\[ D\delta_K(x) = D\delta_K(\pi_{\partial K}(x)) = -\nu_K(\pi_{\partial K}(x)), \]

where, $\nu_K(\cdot)$ stands for the outward unit normal to $K$.

Moreover, $\varepsilon_0 > 0$ can be chosen such that

iii. there exists a function $g \in C^{2,1}(\mathbb{R}^N)$ satisfying $0 \leq g(x) \leq 1$, for all $x \in K$, $0 < g(x)$, for all $x \in K \setminus K_{e_0}$ and $g(x) = \delta_K(x)$, for all $x \in K_{e_0}$.

**REMARK 2.4.** Although stated and proven under the assumption of $K$ being a compact domain of class $C^{2,1}$, all our results of Sections 4 and 5 are entirely based on Proposition 2.3 (and not on $K$ itself). They can be extended, without any particular effort to piecewise $C^{2,1}$-smooth domains (following [9]).

Unless stated otherwise, throughout the remaining of the paper, $K \subset \mathbb{R}^N$ will always stand for a compact domain of class $C^{2,1}$.

### 3 On a Necessary Condition for the Invariance of Open Sets

A key element for guaranteeing the invariance of $\hat{K}$ (for regular-boundary $K$) under stochastic (uncontrolled) dynamics in [9] is to give some a priori estimates on the infinitesimal operator applied to the signed distance function. To this purpose, the authors of [9] deal with Lipschitz-continuous coefficients $b$ and $\sigma$. We will begin with discussing some examples of non-Lipschitz coefficients keeping the system in a one-dimensional framework, this is the case, for instance, whenever the trajectories are systematically modified coefficient outward unit normal $0$ such that

\[ K \in C^{\infty}_\text{compact domain} \]

such that

\[ \alpha < 1 \]

\[ \beta \geq 1 \]

\[ \nu_K(\•) \]

\[ \varepsilon_0 > 0 \]

\[ x \in \mathbb{R}^N. \]

If the Lipschitz condition on the coefficient function is dropped, then invariance of closed sets might not imply invariance of their interior.

**EXAMPLE 3.1.** Let us consider the one-dimensional, deterministic, uncontrolled coefficient $b : [0, 1] \rightarrow \mathbb{R}$ given by $b(x) := \sqrt{|\cdot - x|}$, for all $x \in [0, 1]$. It is obvious that the set $[0, 1]$ is invariant. However, $(0, 1)$ is not invariant (not even locally in time i.e. up to some space-independent $T > 0$). Indeed, it is easy to see that $X_t^x = 1$, for all $t \geq 2\sqrt{1-x}$.

However, invariance of an open set may hold true even without $b$ being Lipschitz continuous. In the one-dimensional framework, this is the case, for instance, whenever the trajectories are systematically pointing towards the interior of the set.

**EXAMPLE 3.2.** Let us consider the one-dimensional, deterministic, uncontrolled coefficient $b : \mathbb{R} \rightarrow \mathbb{R}$ given by

\[ b(x) := -\sqrt{|1-x||1,\infty)(x)} + (-2x + 1)|[1,\frac{3}{4}](x) + \sqrt{|x||(-\infty,\frac{1}{4})}(x). \]

Even though the coefficient is not Lipschitz-continuous, it is clear that for any interval $K := [\alpha, \beta]$ such that $0 \leq \alpha < 1/2 < \beta \leq 1$, the interior $(\alpha, \beta)$ is invariant. A simple computation yields that the modified coefficient $b^+(x) := (b(x)\nu_K(\pi_{\partial K}(x)))^+$ is zero (thus being locally Lipschitz) on a neighborhood $(\alpha, \max(\alpha + \varepsilon, \frac{1}{4})) \cup (\min(\frac{1}{4}, \beta - \varepsilon), \beta)$. Again, we have employed the notations for projection $\pi_{\partial K}$ and outward unit normal $\nu_K$.

**REMARK 3.3.**

i. Whenever $b$ is Lipschitz continuous on $K$, this type of continuity is quantified by

\[ [b]_{1,K} := \sup_{K \ni x \neq y \in K} \frac{\|b(y) - b(x)\|}{\|y - x\|} < \infty. \]

Thus, the local Lipschitz condition on $b$ (locally around $\partial K$) implies, in particular,

\[ \liminf_{K \ni x : \delta_K(x) \rightarrow 0} \frac{\|b^+(x) - b^+(\pi_{\partial K}(x))\|}{\|x - \pi_{\partial K}(x)\|} = \liminf_{K \ni x : \delta_K(x) \rightarrow 0} \frac{\|b^+(x) - b^+(\pi_{\partial K}(x))\|}{\delta_K(x)} < \infty. \]

In this case, one can actually replace $\liminf$ with $\limsup$. 

---
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ii. It may be interesting to note that, although the previous system is driven by a non-Lipschitz coefficient, one can construct a system $X^{x,K}$ driven by a Lipschitz coefficient $b_K$ such that $K$ is invariant w.r.t. $X^{x,K}$ and $\delta_{\partial K}\left( X_t^{x,K} \right) \leq \delta_{\partial K}(X_t^x)$ for all $0 \leq t$ (thus providing some kind of dominating behavior). A simple modification leading to this behavior is obtained by taking

$$b(x,\xi) := 0 \times \mathbb{1}_{\{\frac{1}{2} < x \}} + (4x - 3) \times \mathbb{1}_{x \in \left[\frac{1}{2}, \frac{3}{2}\right]} + (-2x + 1) \times \mathbb{1}_{x \in \left[\frac{3}{2}, 2\right]} + (4x - 1) \times \mathbb{1}_{x \in \left[\frac{3}{2}, 4\right]}.$$

If this kind of dominated modification can be constructed, the condition in i. only needs to be checked on the modification (and not on the initial system).

### 3.2 A Local Lipschitz-like Necessary Condition

From now on, we assume $b$ to be bounded and uniformly continuous. This guarantees the existence of solution(s) to (2). Whenever the solution fails to be unique, invariance is to be understood as every (local) solution to (2) starting from some (arbitrary) $x \in O$ to stay in $O$ (or for as long as it is defined in other frameworks). Before proving the necessity of a local Lipschitz-like condition (similar to item i in Remark 3.3), we set, for every $x \in K$ such that $\delta_{\partial K}(x) \leq \varepsilon_0$,

$$b^+(x) = \langle b(x), \nu_K(\pi_{\partial K}(x)) \rangle^+ = \max \{ \langle b(x), \nu_K(\pi_{\partial K}(x)) \rangle, 0 \}.$$  \hspace{1cm} (3)

For every $\varepsilon \in (0, \varepsilon_0]$, we define

$$\zeta(\varepsilon) = \inf_{x \in K, \delta_{\partial K}(x) \leq \varepsilon} \frac{|b^+(x) - b^+(\pi_{\partial K}(x))|}{\delta_{\partial K}(x)}.$$  \hspace{1cm} (4)

**Proposition 3.4.** The function $\zeta : (0, \varepsilon_0] \rightarrow \mathbb{R}_+$ is a non-increasing, left-continuous function.

The proof is quite standard. For our readers’ sake, we provide it in the Appendix 6.

**Remark 3.5.** A careful look at the proof of the necessary condition (Proposition 3.6), these functions $\zeta$ can either be defined globally or with respect to each connected component of $\partial K$.

Whenever $\lim_{\varepsilon \rightarrow 0} \inf_{x \in K, \delta_{\partial K}(x) \leq \varepsilon} \frac{|b^+(x) - b^+(\pi_{\partial K}(x))|}{\delta_{\partial K}(x)} = \infty$, the function $F_\zeta : \left[ \frac{1}{\varepsilon_0}, \infty \right) \rightarrow [0,1]$ given by

$$F_\zeta(r) = 1 - \frac{\zeta(\varepsilon_0)}{\zeta(r)} \text{ for all } r \in \left[ \frac{1}{\varepsilon_0}, \infty \right),$$

is the cumulative distribution function of some random variable (one may, eventually, want to extend $F_\zeta$ by asking it to be null for arguments not exceeding $\frac{1}{\varepsilon_0}$). We let $F_\zeta^{-1}$ denote the usual generalized inverse i.e.

$$F_\zeta^{-1} : [0,1] \rightarrow \left[ \frac{1}{\varepsilon_0}, \infty \right), \quad F_\zeta^{-1}(p) := \inf \left\{ r : r \in \left[ \frac{1}{\varepsilon_0}, \infty \right), F_\zeta(r) \geq p \right\}, \text{ for all } p \in [0,1].$$

**Proposition 3.6.** If $K$ is invariant with respect to (2) then either

1. the function $\zeta$ is bounded i.e. 

$$\lim \inf_{x \in K, \delta_{\partial K}(x) \rightarrow 0} \frac{|b^+(x) - b^+(\pi_{\partial K}(x))|}{|x - \pi_{\partial K}(x)|} < \infty \quad \text{or, equivalently,} \quad \lim \inf_{x \in K, \delta_{\partial K}(x) \rightarrow 0} \frac{b^+(x)}{\delta_{\partial K}(x)} < \infty,$$

or

2. the inverse $F_\zeta^{-1}$ grows very fastly to $\infty$ as its argument grows to 1 i.e.

$$\inf_{\beta > 1} \limsup_{\delta \rightarrow 0} \beta \ln \delta \ln F_\zeta^{-1}(1 - \delta) = \infty.$$  \hspace{1cm} (5)

**Proof.** First, one notes that the invariance of $K$ (on $[0, T]$) implies $b^+(\pi_{\partial K}(x)) = 0$, for $x \in K$ s.t. $\delta_{\partial K}(x) \leq \varepsilon_0$. Indeed, if one sets $\bar{x} := \pi_{\partial K}(x)$ and assumes that $b^+(\bar{x}) > \delta_0 > 0$, then, on some neighborhood of $\bar{x}$ (that can be taken of type $(y \in K : \|y - \bar{x}\| < r)$ for some $r > 0$) one has $b^+(x) > \delta_0$. By writing down the differential $\delta_{\partial K}(X_t^x) = -\langle \nu_K(\pi_{\partial K}(X_t^x)), b(X_t^x) \rangle dt$, it follows that $X_t^x$ reaches $\partial K$ in time $t \leq \frac{\|x - \bar{x}\|}{\delta_0}$ as long as it does not leave the neighborhood of $\bar{x}$ and this can be guaranteed by taking $x$ such that $\|x - \bar{x}\| < \frac{\varepsilon_0}{2 + 2 \max_{y \in K} \|y\|_\infty}$. This is in contradiction with the invariance of $K$. 
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To prove the bound on the lower limit, we proceed (again) by contradiction. Let us assume that the interior $K$ is invariant, yet $\sup_{x > 0} \zeta (x) = \infty$. Furthermore, we assume (5) fails to hold. For simplicity reasons, let us denote
\[ e^n := \inf \{ \varepsilon \in (0, \varepsilon_0], \zeta (x) < n\zeta (\varepsilon_0) \} , \quad \text{for } n \geq 2. \]
Since we have assumed $\sup_{x > 0} \zeta (x) = \infty$, without loss of generality (by, eventually, picking a smaller $\varepsilon_0$), we can assume that $\zeta (\varepsilon_0) \geq 1$.

Step 1. We claim the following.
1. $e^n > 0$, the sequence $(e^n)_{n \geq 2}$ is non-increasing and converges to 0 as $n \to \infty$.

   We argue by contradiction. Should $e^n = 0$ for some $n \geq 2$, it follows (due to the monotony of $\zeta$), that $\zeta (x) < n\zeta (\varepsilon_0)$, for all $x > 0$ and this contradicts the assumption that $\sup_{x > 0} \zeta (x) = \infty$.

   Monotony of the sequence $e^n$ follows from the obvious inclusion
\[ \{ \varepsilon \in (0, \varepsilon_0], \zeta (x) < n\zeta (\varepsilon_0) \} \subset \{ \varepsilon \in (0, \varepsilon_0], \zeta (x) < (n + 1)\zeta (\varepsilon_0) \} . \]

   Finally, we recall that for every $\varepsilon > 0$, $\zeta (x) < \infty$. Hence, for some $n \geq 2$ (which may depend on $\varepsilon$), $\zeta (x) < n\zeta (\varepsilon_0)$ such that $e^n \leq \varepsilon$. Since $\varepsilon$ has been chosen arbitrarily, it follows that $\lim_{n \to \infty} e^n = 0$.
2. For every $n \geq 2$, one has $\zeta (e^n) \geq n\zeta (\varepsilon_0)$.

   This is a simple consequence of the left-continuity of $\zeta$. Indeed, if one assumes, for some $n \geq 2$ and some $\delta > 0$, that $\zeta (e^n) < n\zeta (\varepsilon_0) - 2\delta$, then, on some neighborhood $|e^n - \alpha, e^n|$ (with $\alpha > 0$ and recalling that $e^n \neq 0$), one has $\zeta (\epsilon) < n\zeta (\varepsilon_0) - \delta < n\zeta (\varepsilon_0)$ which contradicts the choice of $e^n$.

3. We claim that
\[ \frac{1}{\varepsilon} \leq F_\zeta^{-1} \left( 1 - \frac{1}{n} \right) . \]

   Indeed, for every $\varepsilon > e^n$ (every $\varepsilon$ due to the monotony of $\zeta$), one has $\zeta (x) < n\zeta (\varepsilon_0)$, or, equivalently, $F_\zeta \left( \frac{1}{\varepsilon} \right) < 1 - \frac{1}{n}$. It follows that
\[ \frac{1}{\varepsilon} < F_\zeta^{-1} \left( 1 - \frac{1}{n} \right) \] and the conclusion follows by taking supremum over $\varepsilon > e^n$.

4. Finally, we claim that $t^2_\infty := \sum_{j=2}^\infty \frac{\ln \varepsilon^j - \ln \varepsilon^{j+1}}{j} < \infty$.

   Owing to (5) not holding true, there exists some $\beta > 1$ and some constant $C > 0$ such that, for $n$ large enough (and using (6)),
\[ \frac{\ln \varepsilon^k - \ln \varepsilon^{k+1}}{k(k+1)} \leq \frac{1}{k(\ln k)^\alpha} \frac{1}{k + 1} (\ln (k + 1))^\beta \ln \left( F_\zeta^{-1} \left( 1 - \frac{1}{k + 1} \right) \right) \leq C \frac{1}{k(\ln k)^\beta}, \forall k \geq n. \]

To simplify arguments, we assume that $n = 2$. Using (7), one gets, for $N \geq 2$,
\[ \sum_{j=2}^N \ln \varepsilon^j - \ln \varepsilon^{j+1} \leq \frac{\ln \varepsilon^2}{2} + \sum_{j=2}^{N-1} \frac{\ln \varepsilon^j - \ln \varepsilon^{j+1}}{j(j+1)} + \frac{\ln \varepsilon^N - \ln \varepsilon^{N+1}}{N} \leq C \sum_{j=2}^N \frac{1}{j} \left( j \ln j \right)^\beta + 2C \frac{1}{(\ln N)^\beta}. \]

Since, the right-hand member corresponds to the general term of the convergent Bertrand series (with $\alpha = 1$, $\beta > 1$), the conclusion follows.

Step 2. We come back to the proof.

For every $x \in K$ such that $\delta_K (x) \leq e^n$, one has $b^+(x) = |b^+(x) - b^+(x)\sup_K (x)| \geq \zeta (x) \delta_K (x) \geq n\delta_K (x)$. Then, starting from some $x_n \in K$ such that $\delta_K (x_n) \leq e^n$, one has
\[ d\delta_K (X_t^{x_n}) = - \langle \nu_K (X_t^{x_n}), b (X_t^{x_n}) \rangle dt \leq - n\delta_K (X_t^{x_n}) dt. \]

It follows that $x_{n+1} := X_t^{x_n}$ satisfies $\delta_K (x_{n+1}) \leq e^{n+1}$ for $t_n := \frac{\ln \varepsilon^n - \ln \varepsilon^{n+1}}{n}$. Arguing by recurrence, for $k \geq n$, $x_k := X_t^{x_k}$ satisfies $\delta_K (x_k) \leq e^k$ for $t_k := \sum_{j=n}^k \frac{\ln \varepsilon^j - \ln \varepsilon^{j+1}}{j}$. In particular, for every
\[ t > t^n_\infty := \sum_{j=n}^\infty \frac{\ln \varepsilon^j - \ln \varepsilon^{j+1}}{j}, \]
ones $X_t^{x_n} \in \partial K$. Due to item 4 (please, also note that $t^n_\infty \leq t^2_\infty < \infty$), by picking $n$ large enough, one has $X_t^{x_n}$ exiting $K$ prior to $t^n_\infty < T$. This provides us with a contradiction and the proof is complete. \qed
Let us comment on the qualitative interpretation of our result.

**REMARK 3.7.**

i. If the coefficient function is Lipschitz continuous, \( \zeta \) is bounded by the Lipschitz constant and the result is trivial.

ii. The condition 2. (or negation of) should be seen as a regularity assumption on the continuity modulus of \( b^+ \). For large continuity moduli the condition 2. is never satisfied. For such systems, invariance of open sets implies the local Lipschitz-like condition in 1.

(a) Let us consider, as example, the case when \( b^+ \) is (supra) Hölder-continuous function (say, with Hölder coefficient \( \kappa < 1 \), i.e., locally (close to \( \partial K \)) \(|b^+(x) - b^+(y)| \geq c\|x - y\|^\kappa\). One easily computes (assuming \( c = 1 \)),

\[
\zeta(\varepsilon) \geq \varepsilon^{\kappa-1}, F_\zeta(r) \geq 1 - \varepsilon(\varepsilon_0) r^{\kappa-1}, F_\zeta^{-1}(p) \leq \left( \frac{1 - p}{\varepsilon(\varepsilon_0)} \right)^{\frac{1}{\kappa}},
\]

\[
\limsup_{\delta \to 0} \delta [-\ln \delta]^{\beta} \ln \left( F_\zeta^{-1}(1 - \delta) \right) = \limsup_{\delta \to 0} \delta [-\ln \delta]^{\beta+1} = 0, \text{ for all } \beta > 1.
\]

(b) Another example is provided by functions of type \( b(x) = x \left( \ln \frac{1}{x} \right)^{\alpha} \times 1_{x>0} + 0 \times 1_{x=0} \), for some \( \alpha > 1 \). One computes

\[
\zeta(\varepsilon) = \left( \frac{1}{\varepsilon} \right)^{\alpha}, F_\zeta(r) = 1 - \varepsilon(\varepsilon_0) (\ln r)^{-\alpha}, F_\zeta^{-1}(p) = e \left( \frac{\zeta(p)}{\varepsilon(\varepsilon_0)} \right)^{\frac{1}{\alpha}},
\]

\[
\limsup_{\delta \to 0} \delta [-\ln \delta]^{\beta} \ln \left( F_\zeta^{-1}(1 - \delta) \right) = \limsup_{\delta \to 0} \delta^{1 - \frac{1}{\alpha}} [-\ln \delta]^{\beta} < \infty, \text{ for all } \beta > 1.
\]

Finally, the condition (5) is valid as soon as \( \alpha \leq 1 \). Our local Lipschitz-condition can no longer be guaranteed (at least with our proof!) for better continuity moduli (see also Example 3.9).

iii. Sharper dichotomy might be achieved by replacing, in the definition of \( \zeta \), the denominator \( \delta_K(x) \) with \( \Phi(\delta_K(x)) \). In this case, the estimates for \( \frac{1}{\gamma} \) in the proof of Proposition 3.6 will no longer be based on Gronwall-type inequality but on generalizations. The reader should get a good idea of conditions on \( \Phi \) by recalling Osgood-type uniqueness (take \( \Phi \) to be non-negative, increasing, \( \Phi(0) = 0 \) and \( \int_0^1 \frac{1}{\Phi(x)} \, dx = \infty \)) or taking a look at [27].

### 3.3 Some Further (Counter)Examples

In this subsection, we will give some comments (via explicit examples) on (quasi) optimality of our conditions. First, we emphasize the fact that the local Lipschitz-condition \( \liminf_{x \to 0} \zeta(\varepsilon) \) cannot (in all generality) be replaced with \( \limsup_{x \to 0} \) \( \zeta(\varepsilon) \). Second, we point out the (quasi) optimality of the regularity assumption (i.e. in order for invariance to imply local Lipschitz-like condition, (5) should fail to hold).

We present an example for which the continuity modulus is very slow (translating into \( F_\zeta^{-1}(1 - p) \) of type \( \frac{1}{p \ln p} \), thus implying (5)) and invariance for an open set holds true in the absence of a local Lipschitz-like condition \( \limsup_{x \to 0} \zeta(\varepsilon) < \infty \). Finally, we present an example showing that the construction of \( \zeta \) has to be at least on some neighborhood of points \( x \in \partial K \) and it cannot be replaced with \( \liminf_{x \in K, x \to x} \frac{b^+(x)}{\delta_K(x)} \).

**EXAMPLE 3.8.** Let us consider the following (one-dimensional) coefficient function

\[
b(x) := \left\{ \begin{array}{ll} -\sqrt{x} \sin \left( \frac{1}{x} \right), & \text{if } 0 < x \leq 1, \\ 0, & \text{if } x = 0. \end{array} \right.
\]

It is obvious that \((0, 1)\) is invariant. Indeed, if \( x \in (0, 1) \), then there exists \( k \in \mathbb{N} \) such that \( \frac{1}{(k+1)p} \leq x \). Then \( \int_{x_k}^{x_{k+1}} \) which implies invariance. However, \( \limsup_{x \to 0+} \frac{b^+(x)}{|x|} = \limsup_{x \to 0+} \frac{b^+(x)}{|x|} = \infty \). Therefore, the local Lipschitz-like condition \( \liminf_{x \to 0+} \frac{b^+(x)}{|x|} < \infty \) holds but \( \liminf \) cannot be replaced with \( \limsup \).

Let us now show that this condition on the continuity modulus (with \( F_\zeta^{-1}(1 - p) \) of type \( \frac{1}{p \ln p} \)) is nearly optimal in order to get local Lipschitz-like behavior.

**EXAMPLE 3.9.** We consider the set \( K = [0, e^{-\varepsilon}] \) and the coefficient function \( b(y) = -\frac{y}{\Phi(y)} \), if \( y > 0 \) (and \( b(0) = 0 \)), where \( b^0(y) \) is the smallest solution of the equation

\[
(b^0(y))^\Phi(0) = \frac{1}{\varepsilon}. 
\]
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It is clear that $b^0$ is increasing, $\lim_{y \to 0} b^0(y) = 0$ and $b$ is continuous. One notes that $b$ is decreasing. Indeed, by changing the variable $t := b^0(y)$, one gets a function $\tilde{b}(t) := -\frac{t}{\ln(t)}$ whose derivative is negative (for $t$ small enough). If $x = n^{-1}$ (small enough) is the initial datum of our equation driven by $b$, then $X^*_t > \frac{1}{n^{-1}}$ for all $t < \frac{1}{n^{-1}} b^0(\frac{x}{n})$. Hence, the time $t^*_0$ to reach 0 starting from $x = n^{-1}$ satisfies the lower bound

$$
t^*_0 > \sum_{k \geq n} \frac{1}{k+1} b^0 \left( \frac{1}{k} \right) > \sum_{k \geq n} \frac{1}{(k+1) \ln k},
$$

where we have used $b^0(y) > \frac{1}{\ln y}$ which is obtained using the monotonicity of $b^0$ and the fact that

$$\lim_{y \to 0} \ln \left( \frac{-1}{\ln y} \right) < \frac{1}{\ln y}.
$$

Therefore, since $t^*_0 = \infty$, for every $n \geq 1$, the set $(0, e^{-2})$ is invariant ($X^*_t$ decreasing in time).

On the other hand, standard computations (around 0 for the quantities $\zeta$, $F_1$, $F_1^{-1}$) yield

$$
\zeta(\varepsilon) = \inf_{y \leq \varepsilon} \frac{1}{b^0(y)} = \frac{1}{b^0(\varepsilon)}, \quad F_1(r) = 1 - \frac{b^0(r-1)}{b^0(\varepsilon_0)},
$$

$$
\ln F_1^{-1}(1-p) = \frac{1}{b^0(\varepsilon_0) p \ln (b^0(\varepsilon_0) p)}, \quad \lim_{p \to 0} p (\ln p)^3 \ln F_1^{-1}(1-p) = \infty, \quad \forall \beta > 1.
$$

Finally, a careful look at the proof of Proposition 3.6 shows that $\zeta$ does not need to be constructed globally but only with respect to neighborhoods of connected components of $\partial K$. This is obvious enough especially when one tries to apply the proof to a one-dimensional example $K = [a_1, a_2]$. Then one can reason either on a neighborhood of $a_1$ or with respect to $a_2$. Since $K$ is compact, whenever $\liminf_{K \ni x, \partial K \ni 0 \frac{b^0(x)}{b^0(\varepsilon)} < \infty}$, then there exists at least one $\varepsilon \in \partial K$ such that $\liminf_{K \ni x \rightarrow \varepsilon} \frac{b^0(x)}{b^0(\varepsilon)} < \infty$. One might be tempted to ask for the stronger condition: for every $\varepsilon \in \partial K$, one has

$$
\liminf_{\varepsilon \ni K} \frac{b^+(x)}{|x - \varepsilon|} < \infty.
$$

However, one can construct an example in which the (open) unit ball in $\mathbb{R}^2$ is invariant and, yet, the previous condition does not hold for some $\varepsilon$ such that $\|x\| = 1$.

**EXAMPLE 3.10.** We describe the dynamics in polar coordinates $(\rho, \theta)$ such that

$$
\begin{align*}
\frac{d\rho}{dt} &= \sqrt{1 - \rho^2} (\theta_1^+ + \frac{\pi}{2} - \theta_1)^+ dt, \\
\frac{d\theta}{dt} &= \frac{1}{1 - \rho^2} (\theta_1^+ + \frac{\pi}{2} - \theta_1)^+ dt.
\end{align*}
$$

As usual, $\theta^+ = \max \{\theta, 0\}$. First, it is clear that $b^+(\rho \cos(\theta), \rho \sin(\theta)) = \rho = \sqrt{1 - \rho^2} (\theta_1^+ + \frac{\pi}{2} - \theta_1)^+$ and, thus,

$$
\liminf_{(x,y) \to (\varphi^2, -\varphi^2)} \frac{b^+(x,y)}{1 - \sqrt{x^2 + y^2}} = \lim_{\rho \to 1} \frac{\rho^2}{16\sqrt{1 - \rho}} = \infty.
$$

Second, starting from some point $(\rho_0, \theta_0) \in [0, 1) \times (0, \frac{\pi}{2})$, let us assume that the trajectory reaches the unitary circle at some time $t_{\min}$. Prior to $t_{\min}$, both $\rho$ and $\theta$ are non decreasing. Let us assume that $\theta_1 < \frac{\pi}{2}$ for $t < t_{\min}$. Then, we get the equality $\theta = \frac{\rho + \rho_0}{(1 - \rho^2)^2}$ for $0 \leq t < t_{\min}$ which gives

$$
\frac{\pi}{2} > \theta_1 = \theta_0 - 2 (1 - \rho_0)^{\frac{1}{2}} + 2 (1 - \rho_1)^{\frac{1}{2}}.
$$

This implies that $\rho_1 < 1 - \left( \frac{\pi}{2} + (1 - \rho_0)^{\frac{1}{2}} \right)^{-2}$ and, thus, the viability of $\{(x,y) : x^2 + y^2 < 1\}$ follows. Finally, we wish to point out that, although $b$ is not (globally) bounded (because of the presence of the term $\frac{1}{(1 - \rho)^2}$ as $\rho$ is close to 1), the previous upper estimate on $\rho_1$ shows that for each initial data (in $\{(x,y) : x^2 + y^2 < 1\}$), one actually deals with a bounded coefficient.
4 Border Avoidance for Controlled Diffusions

We consider a probability space \((\Omega, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\) endowed with a filtration satisfying the usual assumptions on right-continuity and completeness. On this space, we consider the \(d\)-dimensional Brownian motion \(W_t\). We will deal with the near-viability of Brownian-driven systems

\[
\begin{aligned}
    dX_t^{x,u} &= b(X_t^{x,u}, u(t)) \, dt + \sigma(X_t^{x,u}, u(t)) \, dW_t, \quad t \geq 0, \\
    X_0^{x,u} &= x \in \mathbb{R}^N.
\end{aligned}
\]

(9)

From now on, unless stated otherwise, we assume that the coefficients \(b\) and \(\sigma\) are uniformly continuous on \(\mathbb{R}^N \times U\) and (with the notation (1), see also the following lines on vectorial notations) \(\|b\|_1 + \|\sigma\|_1 < \infty\) (i.e. \(b\) and \(\sigma\) are bounded and Lipschitz-continuous in space). The space of admissible control processes will be denoted by \(\mathcal{U}\) and it consists of progressively measurable \(U\)-valued processes \(u\). Under these assumptions, existence and uniqueness of a (strong) controlled solution to (9) is standard.

For \(\delta > 0\) and progressively measurable controls \(e\) taking their values in unit ball of \(\mathbb{R}^N\) (space denoted by \(\mathcal{E}\), respectively \(u \in \mathcal{U}\), we consider the augmented control system (appearing in Krylov’s method of shaking the coefficients cf. [26]).

\[
dX_t^{x,u,e,\delta} = b(X_t^{x,u,e,\delta} + \delta^2 e_t, u_t) \, dt + \sigma(X_t^{x,u,e,\delta} + \delta^2 e_t, u_t) \, dW_t, \quad t \geq 0, \quad X_0^{x,u,e,\delta} = x \in \mathbb{R}^N.
\]

(10)

We begin with recalling some standard estimates result (see [26, Page 11] for the second assertion).

**PROPOSITION 4.1.** There exists a constant \(\lambda_0\) depending only on \(\|b\|_1\) and \(\|\sigma\|_1\) such that

\[
\begin{align*}
    &i. \quad \mathbb{E} \left[ \sup_{t \in [0,T]} \|X_t^{x,u}\|^2 \right] \leq \lambda_0 e^{\lambda_0 T} \left( 1 + \|x\|^2 \right), \\
    &ii. \quad \mathbb{E} \left[ \sup_{t \in [0,T]} \|X_t^{x,u,e,\delta} - X_t^{x,u}\| \right] \leq \lambda_0 e^{\lambda_0 T} \delta \quad \text{and} \\
    &iii. \quad \mathbb{E} \left[ \sup_{t \in [0,T]} \|X_t^{x,u,e,\delta} - X_t^{y,u,e,\delta}\| \right] \leq \lambda_0 e^{\lambda_0 T} \|x - y\|,
\end{align*}
\]

(11)

for all \(\delta > 0\), \(x \in \mathbb{R}^N, y \in \mathbb{R}^N\) and all control processes \((u, e) \in \mathcal{U} \times \mathcal{E}\) i.e progressively measurable processes \(u\) taking their values in \(U\) and \(e\) taking their values in the unit ball of \(\mathbb{R}^N\).

**REMARK 4.2.** These estimates essentially follow from Gronwall’s inequality (hence the Lipschitz-type assumptions). Alternatively, one can hope to improve the assumptions by asking a Osgood-type condition of (non-)integrability for the continuity moduli or generalizations (e.g. [27]), thus allowing use of non-Lipschitz coefficients. In this framework, a careful look at [19, Proof of Theorem D] shows that near-viability up to a fixed finite horizon \(T > 0\) is more adequate.

Second, we introduce the notations

\[
\begin{align*}
    &\sup_{u \in U, x \in K \text{ s.t. } \delta_K(x) \leq \varepsilon_0} \frac{\|\sigma(x, u) - \sigma(x, \pi_{\delta_K}(x), u)\|}{\delta_K(x)} \equiv c_\sigma, \\
    &\sup_{u \in U, x \in K \text{ s.t. } \delta_K(x) \leq \varepsilon_0} \frac{\|L^n\delta_K(x) - L^n\delta_K(\pi_{\delta_K}(x))\|}{\delta_K(x)} \equiv c_L,
\end{align*}
\]

(12)

where, as usual, \(L^n\varphi(x) := \frac{1}{n} \mathbb{E} [\sigma(x, u)\sigma^*(x, u)D^2\varphi(x)] + (b(x, u), D\varphi(x))\) for all \(x \in \mathbb{R}^N, u \in U\) and for regular twice differentiable functions \(\varphi \in C^2(\mathbb{R}^N)\).

**REMARK 4.3.** In our Lipschitz framework, both constants \(c_\sigma\) and \(c_L\) are upper-bounded by a (generic) constant that only depends on \(\|b\|_1\) and \(\|\sigma\|_1\). However, most of our proofs can be generalized to non-Lipschitz settings (provided further assumptions, see Remark 4.8). In this case, the conditions (12) are to be regarded as a uniform-in-control upper limit condition much like the necessary one for invariance (cf. Proposition 3.6 1.). One should ask for

\[
\begin{align*}
    &\limsup_{\delta_K(x) \to 0} \sup_{u \in U} \frac{\|\sigma(x, u) - \sigma(x, \pi_{\delta_K}(x), u)\|}{\delta_K(x)} < \infty, \\
    &\limsup_{\delta_K(x) \to 0} \sup_{u \in U} \frac{\|L^n\delta_K(x) - L^n\delta_K(\pi_{\delta_K}(x))\|}{\delta_K(x)} < \infty,
\end{align*}
\]

(13)
Furthermore, the second inequality is only needed to guarantee
\[ \mathcal{L}^u\delta_K(x) - \mathcal{L}^u\delta_K(\pi_{\partial K}(x)) \geq -c_L\delta_K(x) \]
and only when \( \mathcal{L}^u\delta_K(x) \leq 0 \). Hence, one can actually use only \((-\mathcal{L}^u\delta_K(x))^+\) as in the necessary condition.

From now on, we will denote by \( \lambda \) a large enough constant such that
\[ \lambda > 2\lambda_0 + 1 + c_L^2 + c_L. \]  
(14)

**Remark 4.4.** For further developments, we will need further details on how large the constant \( \lambda \) should be chosen. Since \( K \) is compact, its diameter \( \text{diam}(K) := \sup \{|x - y| : (x, y) \in K \times K\} \) is finite. Classical estimates on solutions of SDEs yield (due to assumptions on coefficients), the existence of a constant \( k \) such that, for all initial data \( x \in \mathbb{R}^N \), any admissible control \( u \) and any \( t > 0 \),
\[ E \left[ \sup_{0 \leq s \leq t} \| X_{s}^{x,u} - x \|^2 \right] \leq kt. \]

It follows that
\[ P \left( \sup_{0 \leq s \leq t^*} \| X_{s}^{x,u} - x \| \geq \frac{\varepsilon_0}{2} \right) \leq \frac{4k}{\varepsilon_0} t. \]

One then picks \( t^* = \frac{\varepsilon_0}{32k \times \text{diam}(K)} \) and \( \lambda > 0 \) such that
\[ \left\{ \begin{aligned} P \left( \sup_{0 \leq s \leq t^*} \| X_{s}^{x,u} - x \| \geq \frac{\varepsilon_0}{2} \right) & \leq \frac{\varepsilon_0}{8\text{diam}(K)}, \\ e^{-\lambda t^*} & \leq \frac{\varepsilon_0}{\text{diam}(K)}. \end{aligned} \right. \]  
(15)

We recall the viability indicator value function \( V : \mathbb{R}^N \rightarrow \mathbb{R}_+ \), given by
\[ V(x) := \inf_{u \in \mathcal{U}} \mathbb{E}^x \left[ \int_0^\infty e^{-\lambda t} \mathbb{1}_{\{K\}^c} (X_t^{x,u}) \, dt \right], \text{ for all } x \in \mathbb{R}^N. \]  
(16)

To prove the equivalence between the near-viability of the closed set \( K \) and the near-viability property for \( \hat{K} \), one proceeds in three steps. First, we consider the Lipschitz-continuous sup-convoluted approximations of \( \mathbb{1}_{\{K\}^c} \) (denoted by \( f_n \) for \( n \geq 1 \)) and the (Lipschitz-continuous, infinite-horizon, \( \lambda \)-discounted) associated value functions \( V_n \). The first result (Proposition 4.5) gives the pointwise convergence of the approximating functions.

Second, we prove (in Lemma 4.6) that, in order for \( V \) to be null on \( \hat{K} \), one only needs to focus on (arbitrarily small) neighborhoods of the boundary \( \partial \hat{K} \). In particular, the study can be reduced to a set where the signed distance \( d_K \) is smooth.

Third, we use Krylov’s shaking of coefficients method to construct regular subsolutions (\( V_n^{-} \)) of the Hamilton-Jacobi-Bellman equation satisfied (in a viscosity sense) by \( V_n \). By multiplying these functions with \( \delta_K \), one gets a family of smooth functions \( W_n := -\delta_K \times V_n^{-} \). By "comparing" (at global minimum points) these functions with the 0-constant (subsolution) and passing to the limit as \( n \rightarrow \infty \), it follows that \( V \) cannot be strictly positive at any point \( x \in \hat{K} \). This comparison uses extensively the (closed-set) viability characterization in [6] and the inequality
\[ \mathcal{L}^u\delta_K(x) - \mathcal{L}^u\delta_K(\pi_{\partial K}(x)) \geq -c_L\delta_K(x). \]  
(17)

Let us now consider the (approximating) functions
\[ f_n(x) := \left( 1 - n d_{\{\hat{K}\}^c}(x) \right)^+. \]

These functions form a non-increasing sequence of Lipschitz-continuous applications that converges to \( f(x) = \mathbb{1}_{\{\hat{K}\}^c}(x) \). Therefore, for every \( \lambda > 0 \), the value functions
\[ V_n(x) := \inf_{u \in \mathcal{U}} \mathbb{E}^x \left[ \int_0^\infty e^{-\lambda t} f_n(X_t^{x,u}) \, dt \right], \text{ for all } x \in \mathbb{R}^N \]  
(18)
satisfy \( V_n \geq V \). In fact, we prove the following convergence.
PROPOSITION 4.5. The approximating functions $V_n$ converge (pointwise) to the (viability indicator) function $V$.

The proof is rather standard and postponed to Section 6. In preparation of our main result, we will need the following result.

Lemma 4.6. Let us assume that the set $K$ is near-viable. We make the following notations.

\[
K^{\varepsilon_0} := \left\{ x \in K : \delta_K(x) \leq \frac{\varepsilon_0}{2} \right\}, \\
K^\perp := \left\{ x \in K : d_{\partial K}(x) = \frac{\varepsilon_0}{2} \right\}.
\]

i. If $x \in K \setminus K^{\varepsilon_0}$, then

\[ V_n(x) \leq \max_{y \in K^\perp} V_n(y) \]

and the equality holds true only if the right-hand member is 0.

ii. Whenever the restriction of $V$ to $K^{\varepsilon_0} \setminus \partial K$ is null, $V$ is constantly equal to 0 on $K$.

Proof. We make the notation

\[ \eta_n := \sup_{y \in K^\perp} V_n(y). \]

Let us fix, for now, $n \geq \frac{2}{\varepsilon_0}$. In particular, one gets

\[ f_n(y) = 0, \text{ for all } y \in K \setminus K^{\varepsilon_0}. \quad (19) \]

We begin with fixing the initial datum $x \in \left(K \setminus K^{\varepsilon_0}\right)$ and pick some admissible control process $u^0$. We introduce the stopping time

\[ \tau := \inf \left\{ t > 0 : d_{\partial K} \left(X_t^{x,u^0}\right) \leq \frac{\varepsilon_0}{2} \right\}. \]

One easily notes, owing to the continuity properties of our solution, that, on the set $\{ \tau < \infty \}$, one has $X_{\tau}^{x,u^0} \in K^\perp$ and, thus, $E \left[ V_n \left(X_{\tau}^{x,u^0}\right) | X_0^{x,u^0} = x \right] \leq \eta_n$. Then our first assertion follows from this last inequality, the dynamic programming principle and (19). Strict inequality is a consequence of the fact that, due to bounded coefficients, $P(\tau > 0) > 0$.

To prove the second assertion, we begin with proving that

\[ \lim_{n \to \infty} \eta_n = 0, \quad (20) \]

whenever the restriction of $V$ to $K^{\varepsilon_0} \setminus \partial K$ is null. Indeed, if one assumes the contrary, then, for some $\delta > 0$ and for every $n \geq 1$ (or, at least, every, $n$ large enough), there exists some $y_n \in K^{\varepsilon_0}$ such that $V_n(y_n) \geq \delta$.

Since $K^{\varepsilon_0}$ is compact, some sub-sequence of $(y_n)_{n \geq 1}$ converges to some $\bar{y} \in K^{\varepsilon_0}$. Moreover, due to the monotonicity of $(f_n)_{n \geq 1}$, one has, for every $1 \leq n \leq m$,

\[ V_n(y_m) \geq V_m(y_m) \geq \delta. \]

Fixing $n$ and passing to the limit as $m \to \infty$ (along the sub-sequence mentioned before), it follows that $V_n(\bar{y}) \geq \delta$. Owing to the convergence $\lim_{n \to \infty} V_n(\bar{y}) = V(\bar{y})$ (cf. Proposition 4.5), one gets a contradiction. It follows that (20) holds true. To conclude the proof of our assertion, one allows $n \to \infty$ in the first assertion of our proposition and uses (20) and the (point-wise) convergence of $V_n$ to $V$. \qed

The main result of the section gives the equivalence between the near-viability of $K$ and the near-viability of its interior $K^\circ$.

THEOREM 4.7. For every controlled diffusion driven by bounded, Lipschitz-continuous coefficients $b, \sigma$, the set $K$ is near-viable if and only if $K$ enjoys this property.

Proof. We begin with the proof of the "only if" part. Using the inequality $\mathbb{1}_{K^\circ} \leq \mathbb{1}_{(K)\circ}$, the viability indicator function (for the closed set $K$) i.e.

\[ V_K(y) := \inf_{u \in \mathcal{U}} \mathbb{E} \left[ \int_0^\infty e^{-\lambda t} \mathbb{1}_{K^\circ} \left(X_t^{y,u}\right) \, dt \right], \text{ for all } y \in K, \]

...
satisfies $V_K \leq V$. As a consequence, whenever $\hat{K}$ is near-viable, it follows that $V_K(x) = 0$, for all $x \in \hat{K}$. Standards arguments yield the lower semi-continuity of $V_K$ and, owing to the regularity assumptions guaranteeing $K = \hat{K}$, it follows that $V_K(\bar{x}) = 0$, for all $\bar{x} \in \partial K$.

Let us now turn to the proof of the "if" part.

Step 1. (The elements of this step follow closely Krylov’s method in [26] adapted to our elliptic framework.) We begin with defining, for $\delta > 0$, the $\delta$-shaken coefficients value function(s)

$$V_{n,\delta}(x) := \inf_{(u, x) \in U \times \mathcal{E}} \mathbb{E} \left[ \int_0^\infty e^{-\lambda t} f_n \left( X^{x, u, e, \delta}_t + e_t \right) dt \right], \quad x \in \mathbb{R}^N.$$ 

Using the $n$-Lipschitz properties of $f_n$ together with Proposition 4.1 (assertions ii. and iii.) and owing to the choice of $\lambda \geq 2\lambda_0 + 1$, one deduces that $V_{n, \delta}$ are $n$-Lipschitz and

$$\|V_{n, \delta} - V_n\|_\infty \leq n\delta.$$

By considering a sequence of standard mollifiers $\varphi_\delta$ and owing to the $n$-Lipschitz property of $V_n$, one gets that the convoluted function $V_n^\delta := V_{n, \delta} \ast \varphi_\delta$ satisfies

$$|V_n^\delta(x) - V_n(x)| \leq n\delta, \quad \text{for all } x \in \mathbb{R}^N.$$

Moreover, $V_n^\delta$ will be a regular subsolution to the Hamilton-Jacobi-Bellman equation

$$\lambda \varphi + \sup_{u \in U} (-L^u \varphi(x)) - f_n(x) = 0,$$

on $\mathbb{R}^N$ i.e., for every $(x, u) \in \mathbb{R}^N \times U$, one has

$$-\lambda V_n^\delta(x) + \frac{1}{2} \text{Tr} \left[ \sigma \sigma^\ast(x, u) D^2 V_n^\delta(x) \right] + \langle b(x, u), D V_n^\delta(x) \rangle + f_n(x) \geq 0. \quad (21)$$

Step 2. We define the Hamiltonian

$$H(x, r, p, A) = (\lambda - c_L - c_2^\ast) r + \sup_{u \in U : \sigma^\ast(\pi(x, u) \nu_K(\pi(x)) = 0} \left( -\frac{1}{2} \text{Tr} \left[ \sigma \sigma^\ast(x, u) A \right] - \langle b(x, u), p \rangle \right), \quad (22)$$

for all $x, r, p, A \in K_{\varepsilon_0} \times \mathbb{R} \times \mathbb{R} \times \mathcal{S}^N$. The reader is invited to recall the construction of the function $g \in C^{2,1}(\mathbb{R}^N)$ given in Proposition 2.3. If the closed set $K$ is near-viable, then, according to [6, Theorem A.1. iii], for every $x \in \partial K$ one has

$$\sup_{u \in U, \sigma^\ast(x, u) \nu_K(x) = 0} \left( L^u(\delta_K(x)) \right) \geq 0. \quad (23)$$

Let us now consider, for $n \geq 1$ and $\delta > 0$ (arbitrary for the time being), the function

$$W_n^\delta := -g V_n^\delta.$$

Then $W_n^\delta$ belongs to $C^{2,1}(\mathbb{R}^N)$. We claim that, whenever $x \in (K_{\varepsilon_0} \setminus K^{c_0}) \cap \text{Argmax}_{\text{loc}, K} (-W_n^\delta)$ is a local maximum with respect to $K$, the function $W_n^\delta$ satisfies (at $x$),

$$H(x, \varphi, D \varphi, D^2 \varphi) + f_n(x) \delta_K(x) \geq 0,$$

where the Hamiltonian is given by (22).

Case 1. We begin with proving this assertion whenever $x \in \partial K$. At such points, $W_n^\delta(x) = f_n(x)g(x) = 0$. Moreover, $D W_n^\delta(x) = -V_n^\delta(x)D \delta_K(x) = V_n^\delta(x)\nu_K(x)$ and $D^2 W_n^\delta(x) = 2DV_n^\delta(x) \otimes \nu_K(x) - V_n^\delta(x)D^2 \delta_K(x)$. Here, $\otimes$ denotes the usual tensor product on $\mathbb{R}^N$. Then, using (23), one gets

$$H(x, 0, D W_n^\delta(x), D^2 W_n^\delta(x))$$

$$= \sup_{\sigma^\ast(x, u) \nu_K(x) = 0} \left( -\frac{1}{2} \text{Tr} \left[ \sigma \sigma^\ast(x, u) \left( 2DV_n^\delta(x) \otimes \nu_K(x) - V_n^\delta(x)D^2 \delta_K(x) \right) \right] - \langle b(x, u), V_n^\delta(x) \nu_K(x) \rangle \right)$$

$$\geq \sup_{\sigma^\ast(x, u) \nu_K(x) = 0} \left( \frac{1}{2} \text{Tr} \left[ \sigma \sigma^\ast(x, u) D^2 \delta_K(x) \right] + \langle b(x, u), D \delta_K(x) \rangle \right) \geq 0. \quad (24)$$

Case 2. Let us now focus on $x \in K_{\varepsilon_0} \setminus (\partial K \cup K^{c_0})$. In this case, using the classical maximum principle (and recalling that $W_n^\delta$ belongs to $C^{2,1}(\mathbb{R}^N)$), one has

$$0 = D W_n^\delta(x) = -V_n^\delta(x)D \delta_K(x) - \delta_K(x)DV_n^\delta(x) = V_n^\delta(x)\nu_K(\pi(x)) - \delta_K(x)DV_n^\delta(x),$$

$$0 \leq D^2 W_n^\delta(x) = -V_n^\delta(x)D^2 \delta_K(x) + 2DV_n^\delta(x) \otimes \nu_K(\pi(x)) - \delta_K(x)D^2 V_n^\delta(x).$$
Therefore, by computing the Hamiltonian one has
\[(\lambda - c_L - c_2^2) W^\delta_n(x) + f_n(x) \delta_K(x)\]
\[\geq H(x, W^\delta_n(x), DW^\delta_n(x), D^2 W^\delta_n(x)) + f_n(x) \delta_K(x)\]
\[= \sup_{\sigma^*(\pi_{\partial K}(x), u) \nu_K(\pi_{\partial K}(x)) = 0} \left( V^\delta_n(x) \left[ c_L \delta_K(x) + \frac{1}{2} Tr \left[ \sigma^* (x, u) D^2 \delta_K(x) \right] + \langle b(x, u), \delta_K(x) \rangle \right) \right.
\[\left. + \lambda V^\delta_n(x) + \frac{1}{2} Tr \left[ \sigma^* (x, u) D^2 V^\delta_n(x) \right] + \langle b(x, u), D^2 V^\delta_n(x) \rangle + f_n(x) \right)\]
\[= \sup_{\sigma^*(\pi_{\partial K}(x), u) \nu_K(\pi_{\partial K}(x)) = 0} \left( V^\delta_n(x) \left[ c_L \delta_K(x) + L^2 \delta_K(x) \right) \right.
\[\left. + \lambda V^\delta_n(x) + \frac{1}{2} Tr \left[ \sigma^* (x, u) D^2 V^\delta_n(x) \right] + \langle b(x, u), D^2 V^\delta_n(x) \rangle + f_n(x) \right)\]
\[\leq \sup_{\sigma^*(\pi_{\partial K}(x), u) \nu_K(\pi_{\partial K}(x)) = 0} \left( -c_2^2 W^\delta_n(x) - V^\delta_n(x) \delta_K(x) \right) \| \sigma^* (x, u) \nu_K(\pi_{\partial K}(x)) \|^2\]

Recalling the notations (12) (see also (17)), it follows from this last inequality that
\[(\lambda - c_L - c_2^2) W^\delta_n(x) + f_n(x) \delta_K(x) \geq 0. \tag{25}\]

Step 3. In order to prove the near-viability of the open set \(K\), we proceed by contradiction. Let us assume the existence of some \(\alpha > 0\) and some \(x_n \in K^{\infty}\) such that \(\delta_K(x_n)V(x_n) \geq 2\alpha\). Recalling that \(V_n \geq V\) (in fact, point-wise convergence of \(V_n\) to \(V\) suffices) and \(|V_n^{-2}(x) - V_n(x)| \leq \frac{1}{n}\) (for \(x \in \mathbb{R}^N\), see Step 1), it follows that \(\max_{x \in K_n} \left( -W_n^{-2}(x) \right) \geq \alpha\) for all \(n\) large enough. Let us now denote by \(x_n \in K\) the global maximum of \(-W_n^{-2}\) with respect to \(K\).

Step 3.1. Owing to Lemma 4.6 (and to the fact that \(W_n^{-2}(x) = 0\) as soon as \(x \in \partial K\)), it follows that \(x_n \in K_n \cap \partial K_n\) (at least for \(n\) large enough).

Indeed, for points \(y \in K \cap K_n \cup K^{\infty}\), one has, using the estimates in Step 1 and the dynamic programming principle (with \(\tau^u\), as before, the time of \(X^{y,u}\) hitting \(\mathbb{R}^\infty\) with admissible control \(u\)),
\[\delta_K(y)V_n^{\frac{1}{2}}(y) \leq \frac{\text{diam}(K)}{n} + \frac{2}{\varepsilon_0} \delta_K(y) \left( \mathbb{P}(\tau^u < t^*) + e^{-\lambda t^*} \right) \sup_{y' \in K^{\infty}} \delta_K(y')V_n(y') \tag{26}\]

One recalls that \(t^*\) has been introduced in (15) and notes that, since \(y\) is at least \(\frac{\varepsilon_0}{2}\)-far from \(K^{\infty}\),
\[\mathbb{P}(\tau^u < t^*) \leq \mathbb{P} \left( \sup_{0 \leq t \leq t^*} \| X^{y,u}_t - y \| \geq \frac{\varepsilon_0}{2} \right) \leq \frac{\varepsilon_0}{8 \text{diam}(K)}.
\]

Using the choice of \(\lambda\) (again by (15)) in (26), we get
\[\delta_K(y)V_n^{\frac{1}{2}}(y) \leq \frac{\text{diam}(K)}{n} + \frac{1}{2} \sup_{y' \in K^{\infty}} \delta_K(y')V_n(y') < \frac{2 \text{diam}(K)}{n} + \frac{1}{2} \sup_{y' \in K^{\infty}} \delta_K(y')V_n^{\frac{1}{2}}(y'). \tag{27}\]

For \(n\) large enough (s.t. \(\frac{2 \text{diam}(K)}{n} < \frac{\alpha}{2}\)), it follows, as announced, that \(x_n \in K_n \setminus \partial K \cup K^{\infty}\).

Step 3.2. Since \(x_n\) is a global maximum, using Step 2, one gets
\[\frac{1}{4n} = \max_{x \in K^{\infty}} f_n(x) \delta_K(x) \geq f_n(x_n) \delta_K(x_n) \geq (\lambda - c_L - c_2^2) W_n^{-2}(x) \geq (\lambda - c_L - c_2^2) \alpha.\]

Letting \(n \to \infty\) leads to a contradiction. \(\square\)
REMARK 4.8. Provided such functions $V_{\alpha}^{\gamma}$ can be constructed, the Lipschitz assumptions on $b, \sigma$ can be dropped and the conclusion (cf. Steps 2,3 in the proof of Theorem 4.7) still holds true.

5 An Application to Switched Models of Gene Networks

5.1 Some Elements of Structure and Border Avoidance Result

From now on, we consider a piecewise-continuous switched model (a particular case of piecewise deterministic processes PDMP introduced in [13, 14]) as follows. The process consisting of a couple mode/state is defined on some space $\Omega$ and takes its values in the space $E \times \mathbb{R}^N$. For simplicity (and to avoid some assumptions on infinite activity and uniform tightness of transition measures), $E$ is considered to be a convex, compact subset of some Euclidean space $\mathbb{R}^M$. (For further details on the construction, the reader is referred to [25]). The family of Borel subsets of $E$ (considered to inherit the topology of the corresponding Euclidean space) will be denoted by $\mathcal{B}(E)$.

The process encoding a couple mode/continuous state will be denoted by $(\Gamma, X)$ and described by the characteristic triplet $(b, \theta, Q)$ consisting of:

i. a bounded, uniformly continuous family $b : E \times \mathbb{R}^N \times U \rightarrow \mathbb{R}^N$ such that
   
   \[
   \sup_{u \in U} \|b(\cdot, \cdot, u)\|_1 < \infty.
   \]

   By abuse of notation, we will denote this supremum by $\|b\|_1$.

ii. a bounded, uniformly continuous jump intensity $\theta : E \times \mathbb{R}^N \times U \rightarrow \mathbb{R}_+$ such that
   
   \[
   \|\theta\|_1 := \sup_{u \in U} \|\theta(\cdot, \cdot, u)\|_1 < \infty.
   \]

iii. a transition measure $Q : E \times \mathbb{R}^N \times U \rightarrow \mathcal{P}(E)$, with $\mathcal{P}(E)$ standing for the probability measures on $E$ such that

   - $Q(\gamma, x, u(\gamma)) = 0$, for all $(\gamma, x, u) \in E \times \mathbb{R}^N \times U$.
   - for every bounded, uniformly continuous function $h : E \times \mathbb{R}^N \rightarrow \mathbb{R}$, there exists a continuous function $\eta_h : \mathcal{P}(E) \rightarrow \mathbb{R}$ depending only on the bound of $h$ and its continuity modulus such that $\eta_h(0) = 0$ and

   \[
   \sup_{u \in U} \int_E h(\alpha, x)Q(\gamma, x, u, \alpha) - \int_E h(\alpha, y)Q(\gamma', y, u, \alpha) \leq \eta_h\left(\sqrt{|\gamma - \gamma'|^2 + |x - y|^2}\right),
   \]

   for all $(\gamma, \gamma', x, y) \in E \times E \times \mathbb{R}^{2N}$.

By abuse of notation, these functions will be extended from $E$ to the whole space $\mathbb{R}^M$ by setting $\phi(\gamma) = \phi(\pi_E(\gamma))$ for all $\gamma \in \mathbb{R}^M$ (where $\pi_E$ is the orthogonal projection onto $E$; recall $E$ is assumed to be convex and compact). Let us fix the initial mode $\gamma_0 \in E$, the initial position $x_0 \in \mathbb{R}^N$ and some sequence of measurable controls $u_0 \in L^0(E \times \mathbb{R}^N \times \mathbb{R}_+; U)$. For $(t, \gamma, y) \in \mathbb{R}_+ \times E \times \mathbb{R}^N$ and a measurable function $v \in L^0(E \times \mathbb{R}^N \times \mathbb{R}_+; U)$, we define the deterministic flow

\[
d\Phi_{s}^{t,\gamma,y,v} = b(\gamma, \Phi_{s}^{t,\gamma,y,v}, v(\gamma, y, s-t)) \, ds, \text{ for } s \geq t, \Phi_{s}^{t,\gamma,y,v} = y.
\]

The first jump time $T_1$ has $\theta$ as jump rate i.e.

\[
\mathbb{P}(T_1 \geq t) = \exp\left(-\int_0^t \theta(\gamma, \Phi_{s}^{0,\gamma_0,x_0,u_0}, u_0(\gamma_0, x_0, s)) \, ds\right).
\]

We define $(\Gamma_t^{\gamma_0,x_0,u_0}, X_t^{\gamma_0,x_0,u_0}) := (\gamma_0, \Phi_{t}^{0,\gamma_0,x_0,u_0})$ on $t < T_1$.

The post-jump position $\gamma_1$ has $Q(\gamma_0, \Phi_{T_1}^{0,\gamma_0,x_0,u_0}, u_0(\gamma_0, x_0, T_1))$ as distribution conditionally to $\{T_1 = \tau\}$ and we set $x_1 := \Phi_{T_1}^{0,\gamma_0,x_0,u_0}$. Next, the inter-jump time is generated according to the conditional distribution

\[
\mathbb{P}(T_2 - T_1 \geq t \mid T_1, \gamma_1, x_1) = \exp\left(-\int_{T_1}^{T_1+t} \theta(\gamma_1, \Phi_{s}^{T_1,\gamma_1,x_1,u_1}, u_1(\gamma_1, x_1, s-T_1)) \, ds\right),
\]

the process is defined as $(\Gamma_t^{\gamma_0,x_0,u_0}, X_t^{\gamma_0,x_0,u_0}) := (\gamma_1, \Phi_{t}^{T_1,\gamma_1,x_1,u_1})$ on $T_1 \leq t < T_2$ while the post-jump position $\gamma_2$ satisfies

\[
\mathbb{P}(\gamma_2 \in A \mid T_2, T_1, \gamma_1, x_1) = Q(\gamma_1, \Phi_{T_2}^{T_1,\gamma_1,x_1,u_1}, u_1(\gamma_1, x_1, T_2 - T_1), A)
\]

and so on.
REMARK 5.1. i. For our readers who prefer an operatorial approach, the infinitesimal operator associated to such processes is

$$\mathcal{L}^u\varphi(\gamma, x) = \langle b(\gamma, x, u), D_x\varphi(\gamma, x) \rangle + \theta(\gamma, x, u) \int_E (\varphi(\gamma', x) - \varphi(\gamma, x)) Q(\gamma, x, u, d\gamma'),$$

for continuous functions $\varphi$ that are continuously differentiable with respect to $x$ (hence the notation $D_x$).

ii. Further generalization to switched diffusions

$$\begin{align*}
\left( X^{\Gamma_0, x, u}_t, \Gamma_0, x, u \right) &= \left( x \right) + \int_0^t \left( b \left( \Gamma^{\Gamma_0, x, u}_s, X^{\Gamma_0, x, u}_s, u(s) \right) \right) ds + \left( \sigma \left( \Gamma^{\Gamma_0, x, u}_s, X^{\Gamma_0, x, u}_s, u(s) \right) \right) dW_s \\
&\quad + \int_0^t \int_E (z - \Gamma^{\Gamma_0, x, u}_s) \mathbb{I}_{\{ s \leq \tau \in (\Gamma^{\Gamma_0, x, u}_s, X^{\Gamma_0, x, u}_s), u(s) \}} N_\mu(ds, dz, d\xi), \quad t \geq 0.
\end{align*}$$

could be treated with similar arguments. In this case, the measurable space $(E, \mathcal{B}(E))$ is endowed with a finite measure $\mu$ and the system is driven by an $(N$-dimensional) Brownian motion $W$ and an independent Poisson point measure $N_\mu$ defined on $E \times \mathbb{R}_+$ and having as compensator $N_\mu(ds, dz, d\xi) = ds \mu(dz) d\xi$. For further details, the reader is referred to [25]. As in the PDMP case, one should consider (predictable) open-loop control processes of type $\sum_{n \geq 0} u_n \left( \left( \Gamma^T_n, X^T_n, u^T_n, s - T_n, \right) \mathbb{I}_{T_n < s \leq T_{n+1}} \right)$, where $T_n$ denote the (fictive) jump-times of $N_\mu$.

We make the following observations and notations:

1. Due to the construction of our process, it is clear that, for every $(\gamma, x) \in E \times \mathbb{R}^N$ and every $U$-valued control process $u$,

$$\|X_t^{\gamma, x, u} - x\| \leq \|u\|_0 t, \quad \forall t \leq 0,$$

where $\|u\|_0 := \sup_{(\gamma', y, v) \in E \times \mathbb{R}^N \times U} \|b(\gamma', y, v)\|$.

2. In particular, if $(\gamma, y, u) \in E \times (K \setminus \epsilon K)$, then the hitting time satisfies

$$\tau^{y, u} := \inf \left\{ t > 0 : d_{\partial K}(X_t^{\gamma, y, u}) \leq \frac{\epsilon_0}{2} \right\} \geq \frac{d_{\partial K}(y) - \frac{\epsilon_0}{2}}{\|u\|_0}, \quad P - a.e. \quad (28)$$

3. In analogy with (15), we set

$$t^* := \frac{\epsilon_0}{4\|u\|_0} \quad (29)$$

such that, for all $s \leq t^*$, $\|X_s^{\gamma, x, u} - x\| \leq \frac{\epsilon_0}{4} < \frac{\epsilon_0}{2}$.

4. We set

$$c_0 := \sup_{(\gamma, x, u) \in E \times \mathbb{R}^N \times U, \partial K(x) \leq \epsilon_0} \frac{\|b(\gamma, x, u) - b(\gamma, \pi_{\partial K}(x), u)\|}{\delta_K(x)} \leq \|u\|_1.$$

5. Finally, in analogy with (15), we pick

$$\lambda > 2 \|u\|_1 + 1 + c_0$$

and such that it satisfies $e^{-\lambda t^*} \leq \frac{\epsilon_0}{4\text{diam}(K)}$. \quad (30)

For controlled PDMP, one gets the following simple characterization.

THEOREM 5.2. The set $E \times \bar{K}$ is near-viable with respect to the switched piecewise deterministic system $(\Gamma, X)$ driven by $(b, \theta, Q)$ (or, equivalently,

$$V(\gamma, x) := \inf_{(u_t)_{t \geq 0} \in \mathcal{C}^u(E \times \mathbb{R}^N \times U)} \mathbb{E} \left[ \int_0^\infty e^{-\lambda t} \mathbb{1}_{(0)}(X_t^{\gamma, x, u}) dt \right], \quad \forall (\gamma, x) \in E \times \mathbb{R}^N$$

is null for all $x \in \bar{K}$) if and only if, for every $\gamma \in E$ and every $x \in \partial K$,

$$\inf_{u \in U} \langle b(\gamma, x, u), v_K(x) \rangle \leq 0. \quad (31)$$

Proof. We only prove the "if" part by hinting to the main differences (with respect to the Brownian setting).

Step 1. (Approximation results) As for the diffusion case, the approach relies on the "shaking-of-coefficients" method. We rely here on some elements from [32], [21, Section 3] and [22]. To this purpose, we set $\bar{B}(0, 1)$ to be the the closed unit ball of $\mathbb{R}^N$ and recall the shaken triplet by setting, for $(\gamma, x, u, e) \in E \times \mathbb{R}^N \times U \times \bar{B}(0, 1), \quad 16$
1. \( \tilde{b} : E \times \mathbb{R}^N \times U \times \bar{B}(0,1) \rightarrow \mathbb{R}^N \), \( \tilde{b} (\gamma, x, u, e) := b (\gamma, x + e, u) \),
2. \( \tilde{\theta} : E \times \mathbb{R}^N \times U \times \bar{B}(0,1) \rightarrow \mathbb{R}_+ \), \( \tilde{\theta} (\gamma, x, u, e) := \theta (\gamma, x + e, u) \)
3. \( \tilde{Q} : E \times \mathbb{R}^N \times U \times \bar{B}(0,1) \rightarrow \mathcal{P} (E) \), \( \tilde{Q} (\gamma, x, u, e) := \tilde{Q} (\gamma, x + e, u) \).

The unique solution associated with the characteristic triple \( (\tilde{b}, \tilde{\theta}, \tilde{Q}) \) and with a \( U \times \bar{B}(0,1) \)-valued control process \( (u, e) \) and starting from \( (\gamma_0, x_0) \in E \times \mathbb{R}^N \) is denoted by \( (\Gamma^{\gamma_0,x_0,u,e}, \bar{X}^{\gamma_0,x_0,u,e}) \). Moreover, by analogy with the diffusion case and using a slight abuse of notation, for \( \delta > 0 \), the family of \( U \times \delta\bar{B}(0,1) \)-valued control processes as described in the construction of PDsMP at the beginning of the section is denoted by \( U \times E^\delta \).

We define the value functions
\[
V_{n,\delta} (\gamma, x) := \inf_{(u,e) \in U \times \mathbb{R}^N} \mathbb{E} \left[ \int_0^\infty e^{-\lambda t} f_n (X_t^{\gamma,x,u} + e(t)) \, dt \right], \quad \forall \,(\gamma, x) \in E \times \mathbb{R}^N.
\]

For \( \delta = 0 \), we get the value function associated to the initial characteristic triplet and cost functional \( f_n \)
\[
V_n (\gamma, x) := \inf_{u \in U} \mathbb{E} \left[ \int_0^\infty e^{-\lambda t} f_n (X_t^{\gamma,x,u}) \, dt \right], \quad \forall \,(\gamma, x) \in E \times \mathbb{R}^N.
\]

We recall the following result.

**Lemma 5.3.** For every \( n \leq 1 \),
1. ([32, Theorem 1.1]) The function \( V_{n,\delta} \) is bounded and uniformly continuous.
2. ([21, Theorem 3.6]) There exists a non-decreasing function \( \eta_n : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) satisfying \( \lim_{\delta \rightarrow 0} \eta_n (\delta) = 0 \) such that
\[
\sup_{(\gamma, x) \in E^{M+N}} |V_{n,\delta} (\gamma, x) - V_n (\gamma, x)| \leq \eta_n (\delta).
\]

We emphasize that the continuity modulus of \( V_{n,\delta} \) only depends on the bounds and the Lipschitz coefficients of \( b \) and \( \theta \) and on the continuity modulus of \( Q \) but it is independent of \( \delta \) (see [22, A.2, Proposition 17]). By eventually enlarging \( \eta_n \), we can assume that the common continuity modulus of \( V_{n,\delta} \) is still \( \eta_n \).

We consider a sequence of standard mollifiers \( \varphi_\delta \) and define \( V_n^{\delta} := V_{n,\delta} * \varphi_\delta \). As a consequence of the previous considerations, for every \( (\gamma, x) \in E \times \mathbb{R}^N \) and every \( \delta > 0 \),
\[
|V_n^{\delta} (\gamma, x) - V_n (\gamma, x)| \leq \int_{e \in B(0,1)} (V_{n,\delta} (\gamma, x - e) - V_{n,\delta} (\gamma, x) + V_{n,\delta} (\gamma, x) - V_n (\gamma, x)) \varphi_\delta (e) \, de \leq 2 \eta_n (\delta).
\]

The function \( V_n^{\delta} \) is a regular subsolution of the Hamilton-Jacobi integrodifferential system
\[
\lambda \phi + \sup_{u \in U} \{-L^a \phi\} - f_n = 0,
\]
on \( E \times \mathbb{R}^N \) (or, equivalently, due to the extension of coefficients, on \( \mathbb{R}^{M+N} \); for the definition of \( L^a \), the reader is referred to Remark 5.1). The proof (in the case \( \lambda = 1 \) but the generalization is immediate) can be found in [21, Appendix A2].

The explicit subsolution condition reads: for every \( (\gamma, x, u) \in E \times \mathbb{R}^N \times U \),
\[
-\lambda V_n^{\delta} (\gamma, x) + \langle b (\gamma, x, u), D_\gamma V_n^{\delta} (\gamma, x) \rangle + \theta (\gamma, x, u) \int_E (V_n^{\delta} (\gamma', x) - V_n^{\delta} (\gamma, x)) Q (\gamma, x, u, d\gamma') + f_n (x) \geq 0.
\]

**Step 2.** (Viscosity condition) We introduce the Hamiltonian
\[
H(\gamma, x, \phi, p) := \langle \lambda - c_0 \rangle \phi (x) + \sup_{u \in U} \{ -\langle b (\gamma, x, u), p \rangle - \theta (\gamma, x, u) \int_E (\phi (\gamma', x) - \phi (\gamma, x)) Q (\gamma, x, u, d\gamma') \},
\]
for all \( (\gamma, x, u) \in E \times \mathbb{R}^n \times U \), all \( p \in \mathbb{R}^n \) and all continuous function \( \phi : E \times \mathbb{R}^N \rightarrow \mathbb{R} \). Let us now consider, for \( n \geq 1 \) and \( \delta > 0 \) (the choice of \( \delta \) will be given at the final step), the function
\[
W_n^{\delta} (\gamma, x) := -g(x) V_n^{\delta} (\gamma, x), \quad \forall (\gamma, x) \in E \times \mathbb{R}^N.
\]

This function is uniformly continuous and of class \( C^1 (\mathbb{R}^N) \) with respect to the second variable. We claim that, whenever \( (\gamma, x) \in E \times (K_{\epsilon_0} \setminus K_{\epsilon_0}^c) \) is a local minimum of \( -W_n^{\delta} \) with respect to \( E \times K \) (i.e. \( W_n^{\delta} (\gamma, x) \leq W_n^{\delta} (\gamma', y), \forall (\gamma', y) \in E \times (N_{\epsilon_0} \cap K) \) on some neighborhood \( N_{\epsilon_0} \)), the function \( W_n^{\delta} \) satisfies
\[
H (\gamma, x, \varphi, D_\varphi (\gamma, x)) + f_n (x) = 0.
\]
Case 1. We begin with proving this assertion whenever \( x \in \partial K \). At such points, \( g(x) = \delta_K(x) = 0 \) such that \( f_n(x) \delta_K(x) = 0 \) and \( W_n^\delta(\gamma', x) = 0 \), for all \( \gamma' \in E \). Moreover, \( D_n W_n^\delta(\gamma, x) = -V_n^\delta(\gamma, x) D \delta_K(x) = V_n^\delta(\gamma, x) \nu_K(x) \). Then, using (31), one gets
\[
H (\gamma, x, W_n^\delta, D_n W_n^\delta(\gamma, x)) = V_n^\delta(\gamma, x) \sup_{u \in U} \left( -\langle b(\gamma, x, u), \nu_K(x) \rangle \right) \geq 0.
\] (35)

Case 2. Let us now focus on \( x \in K_{\varepsilon_0} \setminus (\partial K \cup K^{\varepsilon_0}) \). In this case (recalling that \( \gamma, x \) is a maximum of \( -W_n^\delta \) and \( \theta Q \) is non-negative), one has
\[
0 = D_n W_n^\delta(\gamma, x) = -V_n^\delta(\gamma, x) D \delta_K(x) = V_n^\delta(\gamma, x) \nu_K (\pi_{\partial K}(x)) - \delta_K(x) D_n W_n^\delta(\gamma, x),
\]
\[
0 \geq -\langle b(\gamma, x, u), D_n W_n^\delta(\gamma, x) \rangle - \theta(\gamma, x, u) \int_E (W_n^\delta(\gamma', x) - W_n^\delta(\gamma, x)) Q(\gamma, x, u, d\gamma'), \quad \forall u \in U.
\]

Therefore,
\[
(\lambda - c_0) W_n^\delta(\gamma, x) + f_n(x) \delta_K(x) \geq \sup_{u \in U} \left( V_n^\delta(\gamma, x) \left[ c_0 \delta_K(x) + \langle b(\gamma, x, u), D \delta_K(x) \rangle \right] \right)
\]
\[
= \sup_{u \in U} \left( V_n^\delta(\gamma, x) \left[ -\lambda V_n^\delta(\gamma, x) + \langle b(\gamma, x, u), D V_n^\delta(x) \rangle \right] \right)
\]
\[
+ \theta(\gamma, x, u) \int_E (V_n^\delta(\gamma', x) - V_n^\delta(\gamma, x)) Q(\gamma, x, u, d\gamma') + f_n(x).
\]

We recall that on \( K_{\varepsilon_0}, D \delta_K(x) = -\nu_K (\pi_{\partial K}(x)) \) to get
\[
(\lambda - c_0) W_n^\delta(\gamma, x) + f_n(x) \delta_K(x) \geq \sup_{u \in U} \left( V_n^\delta(\gamma, x) \left[ c_0 \delta_K(x) + \langle b(\gamma, x, u), D \delta_K(x) \rangle \right] \right)
\]
\[
= \sup_{u \in U} \left( V_n^\delta(\gamma, x) \left[ -\lambda V_n^\delta(\gamma, x) + \langle b(\gamma, x, u), D V_n^\delta(x) \rangle \right] \right)
\]
\[
+ \theta(\gamma, x, u) \int_E (V_n^\delta(\gamma', x) - V_n^\delta(\gamma, x)) Q(\gamma, x, u, d\gamma') + f_n(x).
\]

Owing to (33) and (31), one deduces that
\[
(\lambda - c_0) W_n^\delta(\gamma, x) + f_n(x) \delta_K(x) \geq 0.
\] (36)

Step 3. In order to prove the near-viability of the open set \( K \), we proceed by contradiction. Let us assume the existence of some \( \alpha > 0 \) and some \( (\gamma_n, x_n) \in E \times K^{\varepsilon_0} \) such that \( \delta_K(x_n) V(\gamma, x_n) \geq 2\alpha \).

For every \( n \geq 1 \) there exists \( \delta^n > 0 \) such that \( \eta_n(\delta^n) \leq \frac{1}{n} \) and, thus, due to (32),
\[
\sup_{(\gamma, x) \in E \times \mathbb{R}^N} \left| V_n^{\delta^n}(\gamma, x) - V_n(\gamma, x) \right| \leq \frac{1}{n}.
\] (37)

Recalling that \( V_n \geq V \), it follows that max_{\gamma' \in E, x \in K_{\varepsilon_0}} (-W_n^{\delta^n}(\gamma, x)) \geq \alpha_0. \) Let us now denote by \( (\gamma_n, x_n) \in E \times K \) the global maximum of \( -W_n^{\delta^n} \) with respect to \( E \times K \).

Step 3.0. (Reduction lemma)

With the exact same proof as for Brownian diffusions, Lemma 4.6 holds true.

Step 3.1. Owing to Lemma 4.6 (and to the fact that \( W_n^{\delta^n}(\gamma, x) = 0 \) as soon as \( x \in \partial K \)), it follows that \( x_n \in K_{\varepsilon_0} \setminus (\partial K \cup K^{\varepsilon_0}) \) (at least for \( n \) large enough).

Indeed, for points \( y \in K \setminus K_{\varepsilon_0} \cup K^{\varepsilon_0} \), one has, using (37) and the dynamic programming principle for \( V_n \) (up to the hitting time introduced in (28)),
\[
\delta_K(y) V_n^{\delta^n}(\gamma, y) \leq \frac{\text{diam}(K)}{n} + \delta_K(y) V_n(\gamma, y) \leq \frac{\text{diam}(K)}{n} + \inf_{u \in U} \mathbb{E} \left[ e^{-\lambda t^{*}} V_n (\Gamma_{\tau^{y,u}, \alpha}, X_{\tau^{y,u}}^{\alpha}) \right]
\]
\[
\leq \frac{\text{diam}(K)}{n} + \frac{2}{\varepsilon_0} \delta_K(y) \mathbb{P} (\tau^{y,u} < t^*) + e^{-\lambda t^*} \sup_{(\gamma', y') \in E \times K^{\varepsilon_0}} \delta_K(y') V_n(\gamma', y').
\] (38)

One recalls that \( t^* \) has been introduced in (29) and notes that, since \( y \) is at least \( \frac{\varepsilon}{2} \)-far from \( K^{\varepsilon_0} \), then \( \tau^{y,u} > t^* \), \( \mathbb{P} - a.e. \). Moreover, using the choice of \( \lambda \) (cf. (30)) in (38), we get
\[
\delta_K(y) V_n^{\delta^n}(\gamma, y) \leq \frac{\text{diam}(K)}{n} + \frac{1}{2} \sup_{(\gamma', y') \in E \times K^{\varepsilon_0}} \delta_K(y') V_n(\gamma', y')
\]
\[
< \frac{2\text{diam}(K)}{n} + \frac{1}{2} \sup_{(\gamma', y') \in E \times K^{\varepsilon_0}} \delta_K(y') V_n^{\delta^n}(\gamma', y').
\] (39)
For \( n \) large enough (s.t. \( \frac{2 \text{dim} (K)}{n} < \frac{3}{2} \)), it follows, as announced, that \( x_n \in K_{\varepsilon_0} \cap (\partial K \cup K^{\varepsilon_0}) \).

Step 3.2. Since \((\gamma_n, x_n)\) is a global maximum, using (36), one gets

\[
\frac{1}{4n} = \max_{x \in K_{\varepsilon_0}^{\varepsilon_1}} f_n(x)\delta_K(x) \geq f_n(x_n)\delta_K(x_n) \geq -(\lambda - c_b) W_n^{\varepsilon_0}(\gamma_n, x_n) \geq (\lambda - c_b) \alpha.
\]

Letting \( n \rightarrow \infty \) leads to a contradiction.

\[\square\]

5.2 Hasty’s Model of Bacteriophage

For complex systems of interaction between several players or species, the notion of multi-stability plays a central part. We have in mind the simplest example relevant to this framework in the hybrid modeling of gene networks: the phage lambda. Roughly speaking, in order to survive, the bacteriophage relies on environmental (external) cue.

Letting

\[
\theta (\gamma) = k_2 \mathbb{I}_{e_1} (\gamma) + k_{-2} \mathbb{I}_{e_2} (\gamma) + k_3 \mathbb{I}_{e_3} (\gamma) + k_{-3} \mathbb{I}_{e_3} (\gamma) + k_4 \mathbb{I}_{e_4} (\gamma) + k_{-4} \mathbb{I}_{e_4} (\gamma)
\]

and constructing a regular \( \theta (\gamma, x_1, x_2) \) such that

\[
\theta (\gamma, x_1, x_2) = \hat{\theta} (\gamma), \text{ for } x_1^2 + x_2^2 \geq 2r \text{ and } \theta (\gamma, x_1, x_2) = 0 \text{ for } x_1^2 + x_2^2 \leq r.
\]
To construct the post-jump measure (under matrix form), we set \( \tilde{Q} = \begin{pmatrix} 0 & k_2 & k_3 & 0 \\ k_{-2} & 0 & 0 & k_4 \\ k_{-3} & 0 & 0 & 0 \\ 0 & k_{-4} & 0 & 0 \end{pmatrix} \) and

\[ Q(\gamma, \gamma') := \frac{Q(\gamma, \gamma')}{\theta(\gamma)} \text{, for all } \gamma, \gamma' \in E. \]

**Remark 5.4.** If one allows the measures \( Q \) to depend on \( x \), one can base the construction on the actual propensity function

\[ \theta(\gamma, x_1, x_2) = k_2x_2\|e_1(\gamma) + k_{-2}\|e_2(\gamma) + k_3x_3\|e_1(\gamma) + k_{-3}\|e_3(\gamma) + k_4\|e_2(\gamma) + k_{-4}\|e_4(\gamma). \]

To construct the switched flow, we introduce (according to the law of large masses), \( b^{\text{steady}} : E \times \mathbb{R}^2 \to \mathbb{R}^2 \) given by

\[ b^{\text{steady}}(\gamma, x_1, x_2) = \left( -k_1x_1^2 - k_6x_1 + 2k_{-1}x_2 + n\|e_3(\gamma) \right) \frac{1}{k_1x_1^2 - k_{-1}x_2}. \]

To guarantee lysogeny, we construct a Lipschitz function \( \chi : \mathbb{R}^2 \to \mathbb{R}_+ \) such that \( \chi(x_1, x_2) = 1 \) on \( 2r \leq x_1^2 + x_2^2 \leq 1 - r \) and \( \chi(x_1, x_2) = 0 \) for \( r \geq x_1^2 + x_2^2 \) or \( 1 \leq x_1^2 + x_2^2 \). Moreover, to cope with lysis, only degradation is considered

\[ b^{\text{lysis}}(\gamma, x_1, x_2) = \left( -k_6x_1 \right). \]

Finally, we set

\[ b(\gamma, x_1, x_2) = b^{\text{lysis}}(\gamma, x_1, x_2)\|x_1^2 + x_2^2 \leq r + b^{\text{steady}}(\gamma, x_1, x_2) \times \chi(x_1, x_2)\|x_1^2 + x_2^2 > r. \quad (41) \]

The set of interest is

\[ K^{\text{lyso}} := \{(x_1, x_2) \in \mathbb{R}^2 : r \leq x_1^2 + x_2^2 \leq 1 \}. \]

Owing to the choice of \( \chi \) (null on \( \partial K^{\text{lyso}} \) and Theorem 5.2, whenever the system starts from \( x \in K^{\text{lyso}} \), it never reaches \( \partial K^{\text{lyso}} \). In particular, lysis (triggered by the trajectory reaching \( \{(x_1, x_2) \in \mathbb{R}^2 : r = x_1^2 + x_2^2 \} \) can never occur. Thus, no such PDMP model (based solely on averaging and the law of mass action) can accurately account for the bistability of bacteriophage \( \lambda \). A further state (cemetery) has to be introduced in \( Q \) and jumps to this state should be triggered by external control (environmental cue).

### 6 Appendix

#### 6.1 Proof for Section 3

We begin with the proof of the regularity of the function \( \zeta \).

**Proof of Proposition 3.4.** We only prove the continuity property. To this purpose, let us fix \( \varepsilon \in (0, \varepsilon_0] \) and some increasing sequence \( (\varepsilon_n)_{n \geq 1} \subset (0, \varepsilon_0] \) converging to \( \varepsilon \). Let us reason by contradiction and assume that \( \zeta \) is not left-continuous at \( \varepsilon \). Then, there exists some \( \delta > 0 \) such that \( \zeta(\varepsilon_n) > \zeta(\varepsilon) + \delta \), for all \( n \geq 1 \). In particular, reasoning for an arbitrary \( n \geq 1 \), it follows that

\[ \zeta(\varepsilon) = \inf_{x \in K, \varepsilon_n \leq \delta_K(x) \leq \varepsilon} \frac{|b^+(x) - b^+(\pi_{\partial K}(x))|}{\delta_K(x)}. \]

Using the compactness of \( K \), it follows that

\[ \zeta(\varepsilon) = \frac{|b^+(x^{\text{opt}}) - b^+(\pi_{\partial K}(x^{\text{opt}}))|}{\varepsilon}, \]

for some \( x^{\text{opt}} \in K \) such that \( \delta_K(x^{\text{opt}}) = \varepsilon \) (thus being away from \( \partial K \)). Since \( x^{\text{opt}} \in K \), one exhibits, for \( n \) large enough (such that \( \varepsilon - \varepsilon_n \) is smaller than the radius of some ball centered at \( x^{\text{opt}} \) and included in \( K \)), the points \( x_n := x^{\text{opt}} - (1 - \varepsilon_n) (x^{\text{opt}} - \pi_{\partial K}(x^{\text{opt}})) \in K \) such that

\[ \delta_K(x_n) \leq \varepsilon_n \text{ and } \lim_{n \to \infty} x_n = x^{\text{opt}}. \]

Using the continuity of \( x \mapsto \frac{|b^+(x) - b^+(\pi_{\partial K}(x))|}{\delta_K(x)} \) (away from \( \partial K \)), one deduces that

\[ \inf_{n \geq 1} \zeta(\varepsilon_n) \leq \lim_{n \to \infty} \frac{|b^+(x_n) - b^+(\pi_{\partial K}(x_n))|}{\delta_K(x_n)} = \frac{|b^+(x^{\text{opt}}) - b^+(\pi_{\partial K}(x^{\text{opt}}))|}{\delta_K(x^{\text{opt}})} = \zeta(\varepsilon), \]

thus providing us with a contradiction. \( \square \)
6.2 Krylov’s Shaking the Coefficients and Linear Formulations

Owing to the assertion i. in Proposition 4.1, one gets the existence of a constant $c_0$ such that

$$E \left[ \int_0^\infty e^{-\lambda t} \|X_t^{x,u}\|^2 dt \right] \leq c_0 \left( 1 + \|x\|^2 \right),$$

for all admissible control processes $u$. We recall some elements taken from [23]. To any control trajectory $X^{x,u}$ one associates an occupation measure defined by

$$\gamma_{x,u}(A) = \frac{1}{\lambda} E \left[ \int_0^\infty e^{-\lambda t} \mathbb{1}_A (t, X_t^{x,u}, u(t)) dt \right],$$

for all Borel sets $A \subset \mathbb{R}_+ \times \mathbb{R}^N \times U$. Whenever convenient, by abuse of notation, the marginal of $\gamma_{x,u} \in \mathcal{P} (\mathbb{R}_+ \times \mathbb{R}^N \times U)$ i.e. $\gamma_{x,u}(\mathbb{R}_+ \times dy, du) \in \mathcal{P} (\mathbb{R}^N \times U)$ will still be denoted by $\gamma_{x,u}$. The set of all occupation measures associated to $x \in \mathbb{R}^N$ is denoted by $\Gamma(x) \subset \mathcal{P} (\mathbb{R}^N \times U)$. One shows (cf. [23, Corollary 2.1]) that the closed convex hull of $\Gamma(x)$ satisfies

$$\Theta(x) := c_0 (\Gamma(x)) = \left\{ \gamma \in \mathcal{P} (\mathbb{R}^N \times U) : \forall \varphi \in C^2 (\mathbb{R}^N), \int_{\mathbb{R}^N \times U} [\lambda (\varphi(x) - \varphi(y)) + \mathcal{L}^\nu \varphi(y)] \gamma (dy, dv) = 0 \right\}.$$

This implies that $\Theta(x) \subset \left\{ \gamma \in \mathcal{P} (\mathbb{R}^N \times U) : \int_{\mathbb{R}^N \times U} \|y\|^2 \gamma (dy, du) \leq c_0 \right\}$ thus being compact. Moreover, since $f_n$ and $\mathbb{1} (\widehat{\Phi} \gamma)$ are upper semi-continuous (u.s.c.), one gets

$$V(x) = \frac{1}{\lambda} \inf_{\gamma \in \Theta(x)} \int_{\mathbb{R}^N} \mathbb{1} (\widehat{\Phi} \gamma) (y) \gamma (dy, U), \quad V_n(x) = \frac{1}{\lambda} \inf_{\gamma \in \Theta(x)} \int_{\mathbb{R}^N} f_n(y) \gamma (dy, U),$$

for all $x \in \mathbb{R}^N$.

6.3 Proofs for Section 4

Finally, let us prove the convergence of approximating functions $V_n$ to the viability indicator $V$.

Proof of Proposition 4.5. Let us fix $x \in \mathbb{R}^N$. For every $\gamma \in \Theta(x)$, the convergence

$$\lim_{n \to \infty} \int_{\mathbb{R}^N} f_n(y) \gamma (dy, du) = \int_{\mathbb{R}^N} \mathbb{1} (\widehat{\Phi} \gamma) (y) \gamma (dy, U)$$

follows from point-wise (non-increasing) convergence of $f_n$ to $f$ by applying the dominated convergence theorem. To prove our proposition, we reason by contradiction. To this purpose, let us assume that, for some $\delta > 0$, one has $\lim_{n \to \infty} V_n(x) > V(x) + \delta$. Due to our assumption and the definition of $V_n$, for every $n$ large enough and every $\gamma \in \Theta(x)$,

$$\frac{1}{\lambda} \int_{\mathbb{R}^N} f_n(y) \gamma (dy, U) \geq V_n(x) > V(x) + \delta.$$

Passing to the limit as $n \to \infty$ and using the first part of the proof, one gets

$$\frac{1}{\lambda} \int_{\mathbb{R}^N} f(y) \gamma (dy, U) \geq V(x) + \delta.$$

Taking the infimum over $\gamma \in \Theta(x)$ provides us with a contradiction. The proof is now complete. \qed
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