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LOCAL CONFORMAL STRUCTURE OF LIOUVILLE QUANTUM GRAVITY

ANTTI KUPIAINEN1, RÉMI RHODES2, AND VINCENT VARGAS2

Abstract. Liouville Conformal Field Theory (LCFT) is an essential building block of Polyakov’s formu-
lation of non critical string theory. Moreover, scaling limits of statistical mechanics models on planar maps
are believed by physicists to be described by LCFT. A rigorous probabilistic formulation of LCFT based on
a path integral formulation was recently given by the present authors and F. David in [14]. In the present
work, we prove the validity of the conformal Ward identities and the Belavin-Polyakov-Zamolodchikov
(BPZ) differential equations (of order 2) for the correlation functions of LCFT. This initiates the program
started in the seminal work of Belavin-Polyakov-Zamolodchikov [4] in a probabilistic setup for a non-trivial
Conformal Field Theory. We also prove several celebrated results on LCFT, in particular an explicit formula
for the 4 point correlation functions (with insertion of a second order degenerate field) leading to a rigorous
proof of a non trivial functional relation on the 3 point structure constants derived earlier in the physics
literature by Teschner [42]. The proofs are based on exact identities which rely on the underlying Gauss-
ian structure of LCFT combined with estimates from the theory of critical Gaussian Multiplicative Chaos
and a careful analysis of singular integrals (Beurling transforms and generalizations). As a by-product, we
give bounds on the correlation functions when two points collide making rigorous certain predictions from
physics on the so-called “operator product expansion” of LCFT.
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1. Introduction

Ever since the ground-breaking work of Belavin, Polyakov and Zamolodchikov (BPZ) in 1984 [4], the
precise mathematical structure of local conformal symmetry uncovered in that work has been a challenge
to mathematicians. The Conformal Field Theories (CFT) studied in [4] are believed to be limits of prob-
abilistic objects, namely scaling limits of Gibbs measures of statistical mechanics models defined on two
dimensional grids (or graphs). However, the full continuum formalism of CFT in the sense of BPZ has proven
to be mathematically elusive except for a few cases among which the Gaussian Free Field (GFF) [26] and
(partially) the Ising model at critical temperature (see [7, 8, 11, 13, 20, 25] for the latest developments on
this).

One of the most intriguing CFT’s is the Liouville CFT (LCFT hereafter1). It first appeared (in the context
of String Theory) in Polyakov’s Liouville quantum gravity theory [33] of summation of random metrics and
then in the 1988 work of Knizhnik, Polyakov and Zamolodchikov (KPZ) [27] on the relations between CFT’s
on deterministic and random surfaces or in other terms on the relationship between statistical mechanics
models on fixed grids and on random grids (random planar maps). An exact mathematical formulation of
the so-called KPZ relation that appears in [27] is given in [15].

KPZ viewed random surfaces as a two dimensional manifold Σ equipped with a random Riemannian
metric G whose law should be invariant under the group of diffeomorphisms Diff(Σ) of the surface. Guided

by the fact that the space of smooth metrics on Σ is obtained as Diff(Σ) orbits of metrics of the form eσĜ

where σ is a real valued function on Σ called conformal factor and Ĝ belongs to a finite dimensional moduli
space of metrics they ended up looking for a law for the random field σ. They argued that the law of σ is

described by LCFT. In what follows, we will only consider the case of the Riemann sphere Σ = Ĉ = C∪{∞}
(one could also consider other topologies like the disk where one must also take into account non trivial
specific issues linked to the presence of a boundary). In the case of the Riemann sphere, the metric is written
as eγφ(z)|dz|2 and the law of φ is

(1.1) ν(dφ) = e−SL(φ)ν0(dφ)

where SL is the Liouville Action functional

(1.2) SL(φ) =
1

π

∫

C

(|∂zφ(z)|2 + πµeγφ(z))d2z

1In our previous works, we also used the terminology Liouville quantum field theory with associated abbreviation LQFT.
Both terminologies (and theories) are completely equivalent since LQFT is in fact a CFT; we have decided to the use the
abbreviation LCFT in this article to stress that it is a CFT.
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with d2z the standard Lebesgue measure and ν0 a putative ”flat” measure on some space of maps φ : C → R

(in fact, there is an infinite constant hidden behind expression (1.2) that we omit in the introduction for the
sake of clarity: see Section 2.1 for the precise formulation). One can notice that LCFT has two parameters γ
and µ. According to KPZ [27], the parameter γ is determined by the particular CFT (e.g. model of statistical
mechanics) which lives on the random surface. Such a CFT is characterized by its central charge cM (the
M in the notation stands for matter since in Liouville quantum gravity this CFT is called a matter field)
and the relation between γ and cM is cM = 25− 6Q2 where

(1.3) Q =
2

γ
+
γ

2
.2

For instance, uniform random planar maps correspond to a CFT with central charge cM = 0 and therefore
to γ =

√
8/3, the Ising model on random planar maps corresponds to cM = 1

2 hence to γ =
√
3 and the

GFF on random planar maps corresponds to cM = 1 hence to γ = 2. The parameter µ > 0 is called the
cosmological constant and it makes the law (1.2) non Gaussian. It turns out that various quantities in LCFT
have a simple scaling behaviour in µ (called “KPZ-scaling” in the physics literature) but we may not take
µ to zero in LCFT.

LCFT is supposed to be as its name suggests also a Conformal Field Theory (CFT). Recall that this
means in particular that there should exist primary conformal fields Vα(z) defined for z ∈ C, i.e. random
fields whose expectations in the Liouville law (1.1) are conformal tensors. More precisely, if z1, · · · , zN are
N distinct points in C then for a Möbius map ψ(z) = az+b

cz+d (with a, b, c, d ∈ C and ad− bc = 1)

(1.4) 〈
N∏

k=1

Vαk(ψ(zk))〉 =
N∏

k=1

|ψ′(zk)|−2∆αk 〈
N∏

k=1

Vαk(zk)〉

where we use the physicists’ notation 〈·〉 for the average with respect to the measure ν. The exponents ∆αk

are called conformal weights. In LCFT the primary fields are called vertex operators in the physics jargon
and are given by

(1.5) Vα(z) = eαφ(z)

for suitable α ∈ C. As φ turns out to be a distribution valued random field, this definition requires a
regularization and renormalization procedure (Section 2.1). In LCFT, the correlations in (1.4) were defined
in [14] for N > 3 and under certain assumptions on the (αk)1 6 k 6 N called the Seiberg bounds:

(1.6)
N∑

k=1

αk > 2Q, ∀k, αk < Q

The crucial property of a CFT with central charge c is however not the global conformal transformation
property (1.4) but rather local conformal invariance. To define this in the probabilistic setup requires
considering variation of the measure ν under a change of the geometry of the surface where the fields are
defined. In general in local Quantum Field Theory one expects that such a variation is encoded in a random
field, the stress-energy tensor (abbreviated SE tensor hereafter). Briefly, spelling this out in our 2d set-up,
suppose the measure ν of the CFT can be defined in a set-up where the surface carries a smooth Riemannian
metric G =

∑2
i,j=1 gijdx

i⊗ dxj ; in this context, we will denote by 〈·〉G averages with respect to the CFT in

the background metric G. Let gij be the inverse matrix
∑2
j=1 g

ijgjk = δik. Consider a one parameter family

Gǫ where g
ij
ǫ = gij + ǫf ij whith f a smooth function with support in C \ ∪Nk=1zk. Then one expects

(1.7)
d

dǫ
|ǫ=0 〈

N∏

k=1

Vαk(zk)〉Gǫ =
2∑

i,j=1

1

4π

∫

C

f ij(z)〈Tij(z)
N∏

k=1

Vαk(zk)〉G volG(d
2z).

where volG(d
2z) is the volume form of G and Tij is by definition the SE tensor. In CFT, the SE tensor

has two nontrivial components: in the complex coordinates they are T (z) := Tzz(z) and T̄ (z) := Tz̄z̄(z).

2The central charge cM of the CFT living on the random surface is not to be confused with the central charge cL of LCFT
with parameter γ, which is also a CFT. These two CFTs are coupled independently with cL = 1 + 6Q2: equivalently, one has
the relation cM + cL − 26 = 0 discovered by Polyakov in [33].
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Then, BPZ argued that T (z) encodes local conformal symmetries through the Conformal Ward Identities.
The first Ward identity says that the correlation function is meromorphic in the argument z of T (z) with
prescribed singularities:

(1.8) 〈T (z)
N∏

k=1

Vαk(zk)〉 =
N∑

i=1

∆αi

(z − zi)2
〈
N∏

k=1

Vαk(zk)〉+
N∑

i=1

1

z − zi
∂zi〈

N∏

k=1

Vαk(zk)〉 .

Note in particular that the T insertion is holomorphic. The second Ward identity controls the singularity
when two T -insertions come close

〈T (z)T (z′)
N∏

k=1

Vαk(zk)〉 =
1

2

c

(z − z′)4
〈
N∏

k=1

Vαk(zk)〉+
2

(z − z′)2
〈T (z′)

N∏

k=1

Vαk(zk)〉

+
1

z − z′
∂z′〈T (z′)

N∏

k=1

Vαk(zk)〉+ . . .(1.9)

where the dots refer to terms that are bounded as z → z′. Recall that here c is the central charge of the
CFT. T̄ (z) satisfies the complex conjugate identities.

As stressed by BPZ, these Ward identities are the fundamental structural property of a CFT and they are
the starting point in showing that the CFT gives rise to a representation of the Virasoro Algebra with central
charge c. In this paper, we define the SE tensor rigorously for LCFT and prove the Ward identities: see
Theorem 2.13. As an output of these Ward identities, we will adress the construction of the representation
of the Virasoro Algebra in a forthcoming work.

The second set of fundamental identities for a CFT uncovered by BPZ goes under the name BPZ-
equations. These are differential equations for correlation functions of the CFT that can be used to actually
determine some of the correlation functions. BPZ uncovered a set of degenerate fields whose insertions to
correlation functions lead to differential relations as in the case of Ward identities. In LCFT the two simplest
degenerate fields are given by the vertex operators V− γ

2
and V− 2

γ
: we will show that they satisfy the following

second order linear differential equations:

(
1

α2
∂2z +

N∑

i=1

∆αi

(z − zi)2
+

N∑

i=1

1

z − zi
∂zi)〈Vα(z)

N∏

k=1

Vαk(zk)〉 = 0.(1.10)

where α = − γ
2 and α = − 2

γ respectively.

Furthermore, we prove that equation (1.10) can be uniquely solved for N = 3 in terms of hypergeometric
functions and the so-called three point structure constants of LCFT: this is because the global conformal
invariance property (1.4) enables one to map equation (1.10) to a standard hypergeometric partial differential
equation when N = 3. Let us mention that a key point in our analysis of equation (1.10) for N = 3 is the
novel observation that assuming global conformal invariance (1.4) the real valued solution space to (1.10)
is in fact (for most values of γ and the (∆αi)1 6 i 6 N ) a real one dimensional space: see lemma 4.4 in the
Appendix for a precise statement on the hypergeometric partial differential equation. Now, one can notice
that in a CFT the global conformal symmetry (1.4) fixes the three point correlation functions up to some
fundamental constant Cγ(α1, α2, α3): more precisely, one has

〈
3∏

k=1

Vαk(zk)〉 = |z1 − z2|2∆12 |z2 − z3|2∆23 |z1 − z3|2∆13Cγ(α1, α2, α3)

with ∆12 = ∆α3 − ∆α1 − ∆α2 , etc. These constants Cγ(α1, α2, α3) are called the three point structure
constants and are building blocks of LCFT in the so-called conformal bootstrap approach. The boot-
strap approach (see the review [34]) aims to give a construction of LCFT based on an exact formula
for Cγ(α1, α2, α3), the celebrated DOZZ-formula (after Dorn-Otto-Zamolodchikov-Zamolodchikov [16, 45])

3In the context of LCFT, the SE tensor defined formally by (2.16) below is nothing but the quantum analog of the classical

SE tensor T (φ⋆) = −(∂zφ⋆)2 + 2

γ
∂2
zzφ⋆ where φ⋆ minimizes the Liouville action SL given by (1.2). The classical SE tensor

was introduced more than a century ago by Poincaré in his theory of the unifomisation of Riemann surfaces: one can read the
nice introduction of [41] on this point.
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and certain recursive rules to deduce from the DOZZ formula the n-point correlations for n > 3.4 Using the
solution of (1.10) and setting l(x) = Γ(x)/Γ(1 − x) we prove for α1, α2, α3 satisfying the Seiberg bounds
(1.6) that

(1.11)
Cγ(α1 +

γ
2 , α2, α3)

Cγ(α1 − γ
2 , α2, α3)

= − 1

πµ

l(− γ2

4 )l(γα1

2 )l(α1γ
2 − γ2

4 )l(γ4 (ᾱ− 2α1 − γ
2 ))

l(γ4 (ᾱ − γ
2 − 2Q))l(γ4 (ᾱ− 2α3 − γ

2 ))l(
γ
4 (ᾱ− 2α2 − γ

2 ))
.

where ᾱ = α1 + α2 + α3. This is the content of Corollary 2.5. Relation (1.11) was obtained earlier in the
physics literature by Teschner [42] using clever but non rigorous conformal bootstrap techniques. Relation
(1.11) is a major first step in a rigorous proof of the DOZZ formula: see next subsection.

Finally, the correlation functions of primary fields in CFT are singular as two points zi, zj get together:

〈
N∏

k=1

Vαk(zk)〉 ∼ |zi − zj |−ηij(1.12)

with ηij ∈ R and ∼ denotes equivalence (up to logarithmic corrections) as |zi − zj | → 0. The study of
these singularities is important as it gives information about the fusion rules, another of the structures of
CFT uncovered by BPZ. More generally, the so-called operator product expansion in the physics literature
corresponds to studying equivalence (1.12) at order 1 and higher in |zi − zj |. In Liouville theory, the
operator product expansion is quite subtle and it is expected that the asymptotics in (1.12) have logarithmic
corrections in |zi − zj |5. In this paper, as technical building blocks in the proof of the Ward identities and
the BPZ equations, we prove detailed estimates on these singularities and in particular we prove that the
logarithmic corrections indeed are present: see section 5 where are stated general fusion estimates.

Let us next describe briefly the mathematical content of the paper. The Liouville term
∫
C
eγφ(z)d2z in

the action functional (1.2) is an example of Gaussian Multiplicative Chaos (GMC), a random multifractal
measure on C. The Liouville correlation functions turn out to be nonlinear functionals of the GMC measure
and the study of their regularity boils down to a careful analysis of the GMC measure. In particular a
variation of the freezing phenomenon familiar in the theory of GMC enters the analysis in a essential way.
The detailed regularity properties of the correlation functions are a necessary input for the proof of the
Ward and BPZ identities which are based on certain exact identities involving the correlation functions and
non trivial integral transforms of these correlation functions (these exact identities are obtained through
Gaussian integration by parts). For instance the insertion of the SE tensor T (z) in the correlation functions
leads to expressions involving Beurling and more singular integral transforms of them. The Ward and BPZ
identities are then the consequence of subtle cancellations of not absolutely convergent integrals and require
great care.

1.1. Perspectives. This paper is the first in a series of papers aiming at unifying two approaches of
LCFT in the physics literature: the path integral approach and the conformal bootstrap approach. More
precisely, the above results (Ward identities, BPZ equations, relation (1.11)) are essential in this direction.
We believe that both approaches are equivalent though the status of their relation is still controversial
in the physics literature. Indeed, there are numerous reviews and papers within the physics literature on
the path integral approach of LCFT and its relation with the bootstrap approach but they offer different
perspectives and conclusions (see [24, 32, 37] for instance). One major step towards this unification would be
the proof that Cγ(α1, α2, α3) indeed satisfies the DOZZ formula, namely that one can analytically continue
(α1, α2, α3) 7→ Cγ(α1, α2, α3) to a set C3 \ Pγ where Pγ is a (rather complicated) set of poles depending on
γ and such that on C3 \ Pγ we have (recall that l(x) = Γ(x)/Γ(1 − x))

(1.13) Cγ(α1, α2, α3) = (π µ l(
γ2

4
) (
γ

2
)2−γ

2/2)
2Q−∑

i αi
γ

Υ′
γ
2
(0)Υ γ

2
(α1)Υ γ

2
(α2)Υ γ

2
(α3)

Υ γ
2
( ᾱ−2Q

2 )Υ γ
2
( ᾱ−α1

2 )Υ γ
2
( ᾱ−α2

2 )Υ γ
2
( ᾱ−α3

2 )

4In the bootstrap approach, these correlations are expressed as sums involving holomorphic (and anti holomorphic) functions
and the constants Cγ(α1, α2, α3).

5This does not mean that LCFT is a logarithmic CFT, a variant of a classical CFT.
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(recall that ᾱ = α1 + α2 + α3) and Υ γ
2
is a special function (depending on γ): see subsection 7.3 for an

analytic expression. The function Υ γ
2
has zeros but no poles and so the poles Pγ of Cγ(α1, α2, α3) can be

read off formula (1.13) and correspond to the zeros of the denumerator. Assuming some regularity (in γ and
α1, α2, α3) on Cγ(α1, α2, α3) the DOZZ formula is in fact the only solution on Pγ of shift equation (1.11)
and the following dual shift equation

(1.14)
Cγ(α1 +

2
γ , α2, α3)

Cγ(α1 − 2
γ , α2, α3)

= − 1

πµ̃

l(− 4
γ2 )l(

2α1

γ )l(2α1

γ − 4
γ2 )l(

1
γ (ᾱ − 2α1 − 2

γ ))

l( 1γ (ᾱ − 2
γ − 2Q))l( 1γ (ᾱ− 2α3 − 2

γ ))l(
1
γ (ᾱ− 2α2 − 2

γ ))
.

with µ̃ =
(µπl( γ

2

2 ))
4
γ2

πl( 4
γ2

)
. Our work proves that Cγ(α1, α2, α3) satisfies the first shift equation for restricted

values of α1, α2, α3. In a forthcoming work [29], we address the problem of the analytic continuation of
Cγ(α1, α2, α3) as a function of α1, α2, α3 (hence showing that one can lift the restriction on the values of
α1, α2, α3) and the problem of proving the second shift equation (1.14).

Let us also emphasize that the functional relations (1.11) and (1.14) are very important relations per
se for all γ ∈ C (and not just real γ ∈]0, 2])6. Indeed, for each fixed γ ∈ C, they are used in the physics
literature to construct three point structure constants and CFTs in the conformal bootstrap approach: see
for instance the very recent bootstrap construction of Liouville theory by Ribault-Santachiara with purely
imaginary γ [35] based on the exact solution to (1.11) and (1.14) discovered in [28, 44]7.

Finally, let us mention that the Liouville three point structure constants Cγ(α1, α2, α3) are also partic-
ularly interesting as they seem to have deep connections to other mathematical objects, e.g. the Nekrasov
partition functions: this is the basis of the celebrated AGT conjecture [1]. This brings yet additional moti-
vation to study the structure constants. On the mathematical side, the AGT conjecture has been explored
recently by Maulik and Okounkov in [31].

1.2. History on LCFT and probabilistic approaches to CFT. Finally we want to make some com-
ments about other mathematical studies of LCFT and CFTs. There is a huge physics literature on LCFT
for which we refer the reader to the reviews [43, 30, 34] and the previous references. Takhtajan et al. [40]
studied Liouville theory in the setup of a formal power series in γ (the so-called semiclassical expansion).
In particular Ward identities were established in this formal power series context. Also, independently from
the work [14], Duplantier-Miller-Sheffield developped a theory of quantum surfaces in [21] which lies in some
sense at the boundary of LCFT. In the case of the sphere, they work with two marked points 0 and ∞
and they consider random measures defined up to dilation and rotation since two points are not sufficient
to determine conformal embeddings in the sphere. From the point view of LCFT, this corresponds to the
construction of the two point correlation functions which exist only in a generalized sense: this point will be
explained in more detail in the forthcoming work [29]. Their theory is based on a coupling between variants
of SLE curves joining the two marked points and the full plane GFF; their framework is interesting in the
study of the relation between LCFT and random planar maps.

On the constructive probabilistic side there are very few results on conformal invariance and Ward
identities in other CFTs. For the Gaussian Free Field (GFF) a complete descripition of the CFT is developed
in Kang and Makarov’s monograph [26]. In particular, they deriveWard and BPZ identities for this particular
CFT with central charge cGFF = 1. Essentially, the GFF corresponds to setting the cosmological constant
µ to 0. The resulting CFT has a very different structure from the Liouville case.

For interacting field theories, following the breakthrough papers by Smirnov [39] and then Chelkak-
Smirnov [12], the scaling limit of the discrete Ising model in a domain at critical temperature is very well
understood mathematically. The scaling limit of the model when the mesh size goes to zero is proven to be
described by a unitary CFT, the Ising CFT, which belongs to the class of the so-called minimal models.
The Ising CFT is composed of two non trivial primary fields: the spin and the energy density. The rescaled
correlations of the spin were proven to converge to an explicit expression in Chelkak-Hongler-Izyurov [13] (see
also the independent work by Dubédat [20] for convergence in the plane). In fact, one can also construct the

6Recall that our approach, based on a path integral, is presently restricted to the case of real γ in the interval ]0, 2]
7The exact solution to (1.11) and (1.14) for purely imaginary γ is not the analytic continuation in γ of the DOZZ formula

(1.13) valid for γ ∈]0, 2]
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scaling limit of the spin as a random distribution: see Camia-Garban-Newman [10]. The rescaled correlations
of the energy density were proven to converge to an explicit expression in Hongler-Smirnov [25] (see also
the independent work by Boutillier-De Tilière [7, 8] for convergence in the plane). Finally, a recent work
[11] shows convergence of a discrete SE tensor to a continuum limit which satisfies the associated Ward
identities.

In the context of SLE and CLE, which are random conformally invariant curves, one can construct
partition functions or correlation functions as probabilities of events related to several SLEs or CLE. The
correlation functions correspond to CFTs with central charge c 6 1. In this context, the understanding of
the correlation functions is quite precise though not complete: see Dubédat [19], Bauer-Bernard-Kytolä [3]
for multiple SLEs and more recently Camia- Gandolfi-Kleban [9] for a construction of primary fields in the
context of CLE. In the context of CLE, Doyon [17] has proposed a construction of the stress-energy tensor
but it relies on assumptions which have not been proved yet.

1.3. Organization of the paper. The rest of the paper is organized as follows. In the next section, we
set the notations, recall some results of [14] and state the main results of the paper: the Ward and BPZ
identities. In Section 3, we prove results on differentiability properties of Liouville correlation functions and
based on these in Section 4 we prove the Ward and BPZ identities. Finally in Section 5 we prove detailed
bounds on the correlation functions when two or three points get together. This section is the technical
backbone of our paper and can be seen as a first step towards proving fusion rules and operator product
expansions for LCFT.

Acknowledgements. The authors wish to thank Francois David and Sylvain Ribault for fruitful discussions
on Liouville Field theory. The authors also wish to thank Colin Guillarmou for helping them handle the
hypergeometric equation which arises in the study of the four point correlation function.

2. Main results

2.1. Background and notations. In this section, we recall the precise definition of the Liouville correla-
tion functions as given in [14].

LCFT on Ĉ. Recall that we denote by Ĉ the Riemann sphere. A smooth conformal metric on Ĉ is given
by G = g(z)|dz|2 where g(z) = O(|z|−4) as z → ∞. It is then natural to write the metric in LCFT as

eγφ(z)|dz|2 = eγX(z)g(z)|dz|2 and define the Liouville action functional on Ĉ by

(2.1) Sc(X, g) :=
1

π

∫

C

(
|∂zX(z)|2 + Qc

4
g(z)Rg(z)X(z) + πµeγX(z)g(z)

)
d2z.

Here Rg(z) = −4g−1∂z∂z̄ ln g(z) is the scalar curvature of the metric g and Qc = 2
γ . Note that formally

(2.1) agrees with (1.2) with φ(z) = X(z) + 1
γ ln g(z) up to an infinite constant which stems from the fact

that C and Ĉ are not conformally equivalent. To have conformal invariance of the probabilistic theory it
turns out one needs to change the parameter Qc =

2
γ in the classical action (2.1) to the ”quantum” value

(1.3). This yields the following definition for the quantum action

(2.2) S(X, g) :=
1

π

∫

C

(
|∂zX(z)|2 + Q

4
g(z)Rg(z)X(z) + πµeγX(z)g(z)

)
d2z.

We work in this paper with the round metric

ĝ(z) =
4

(1 + z̄z)2

in which case the scalar curvature is constant Rĝ = 2. The smooth metrics on Ĉ are then given by

eϕ(z)ĝ(z)|dz|2 with ϕ(z) and ϕ(1/z) smooth on C. In [14] it was shown that the change of the Liouville
correlation functions under change of ϕ is explicit through the so-called Weyl anomaly formula and thus
there is no loss working with ĝ. In the sequel, we will therefore work in the background metric ĝ.
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Convention and notations. In what follows, in addition to the complex variable z, we will also consider
variables x, y in C and for integer N > 3 variables z1, · · · , zN which also belong to C. For these complex
variables, we will use the standard notation for complex derivatives: for x = x1+ix2 we set ∂x = 1

2 (∂x1−i∂x2)

and ∂x̄ = 1
2 (∂x1 + i∂x2). The variables x, y will typically be variables of integration: we will denote by d2x

and d2y the corresponding Lebesgue measure on C (seen as R2). We will also denote | · | the norm in C of
the standard Euclidean (flat) metric and for all r > 0 we will denote by B(x, r) the Euclidean ball of center
x and radius r.

Gaussian Free Field. To define the measure (1.1) it is natural to start with the quadratic part of the action
functional (2.1) which naturally gives rise to a Gaussian measure, the Gaussian Free Field (GFF) (we refer
to section 4 in [18] or [38] for an introduction to the GFF). As is well known the GFF on the plane is defined
modulo a constant but in LCFT this constant has to be included as an integration variable in the measure
(1.1). The way to proceed is to replace X in (2.1) by c+X where c ∈ R and X is the Gaussian Free Field
on C where the additive constant is fixed by

∫
C
X(x)ĝ(x)d2x = 0. The covariance of X8 is given explicitely

for x, y ∈ C by

(2.3) E[X(x)X(y)] = G(x, y) = ln
1

|x− y| −
1

4
(ln ĝ(x) + ln ĝ(y)) + χ

where χ := ln 2− 1
2 .

Gaussian multiplicative chaos. The fieldX is distribution valued and to define its exponential a renormaliza-
tion procedure is needed. We will work with a mollified regularization of the GFF, namely Xǫ = ρǫ ∗X with
ρǫ(x) =

1
ǫ2 ρ(

x̄x
ǫ2 ) where ρ is C∞ non-negative with compact support in [0,∞[ and such that π

∫∞

0
ρ(t)dt = 1.

The variance of Xǫ(x) satisfies

(2.4) lim
ǫ→0

(E[Xǫ(x)
2] + ln(aǫ)) = − 1

2
ln ĝ(x)

uniformly on C where the constant a depends on the regularization function ρ. Define the measure9

(2.5) Mγ,ǫ(d
2x) := e

γ2

2 χeγXǫ(x)−
γ2

2 E[Xǫ(x)
2]ĝ(x)d2x.

Then, for γ ∈ [0, 2[, we have the convergence in probability

(2.6) Mγ = lim
ǫ→0

Mγ,ǫ

and convergence is in the sense of weak convergence of measures. This limiting measure is non trivial and
is a (up to a multiplicative constant) Gaussian multiplicative chaos (GMC) of the field X with respect to
the measure ĝ(x)dx (see [5] for an elementary approach and references). By (2.4) we may also write

(2.7) Mγ(d
2x) = lim

ǫ→0
(Aǫ)

γ2

2 eγφǫ(x) d2x

where the constant A = aeχ, φǫ = ρǫ ∗ φ and φ is the Liouville field

(2.8) φ = X +
Q

2
ln ĝ.10

Note that Q here is given by (1.3) and not Qc. The change is due to the renormalization in (2.5).

8The field X was denoted Xĝ in the article [14] or the lecture notes [36].
9This normalization is chosen to match with the standard physics literature.
10This is a slight abuse of terminology as we use a slightly different convention than the article [14] or the lecture notes

[36] where the Liouville field is rather φ+ c.
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Liouville measure. The Liouville measure e−S(X,ĝ)DX with S given by (2.2) is now defined as follows. Since
Rĝ = 2 and

∫
C
X(x)ĝ(x)d2x = 0 the linear term becomes

∫
C
(c + X(x))ĝ(x)d2x = 4πc. This leads to the

definition

(2.9) ν(dX, dc) := e−2Qce−µe
γcMγ(C)P(dX) dc.

Here P(dX) is the measure on H−1(Ĉ) induced by the GFF X . Note that the random variable Mγ(C) is

almost surely finite because EMγ(C) = e
γ2

2 χ
∫
C
ĝ(x)dx < ∞. This implies that ν is an infinite measure

on H−1(Ĉ):
∫
dν = ∞ since for Mγ(C) < ∞ the c-integral diverges at −∞. However, suitable correlation

functions still exist as we see next.

Liouville correlation functions. The vertex operators (1.5) need to be regularized as well: we set

(2.10) Vα,ǫ(z) = (Aǫ)
α2

2 eα(φǫ(z)+c) = eαce
α2χ
2 eαXǫ(z)−

α2

2 E[Xǫ(z)
2]ĝǫ(z)

∆α

where ĝǫ(z) = e(ρǫ∗ln ĝ)(z). Let us denote averages with respect to ν by 〈 · 〉 and
(2.11) UN = {z = (z1, . . . , zN) ∈ C

N , zi 6= zj ∀i 6= j}.
Fix z ∈ UN and weights α1, . . . , αN . Here and below we use the notation 〈 · 〉ǫ for the regularized Liouville
measure where in (2.9) we use the measure Vγ,ǫ(x)d

2x instead of Mγ . Similarly, standard GMC theory
ensures that Vγ,ǫ(x)d

2x converges in probability to Mγ as ǫ→ 0. Now, it was shown in [14] that the limit

(2.12) 〈
N∏

k=1

Vαk(zk)〉 := 4e−2χQ2

lim
ǫ→0

〈
N∏

k=1

Vαk,ǫ(zk)〉ǫ11

exists and is finite if and only if
∑N
k=1 αk > 2Q. Moreover, under this condition, the limit is non zero if and

only if αk < Q for all k. These conditions are the Seiberg bounds (1.6) originally introduced in [37]. We
assume throughout this paper that the Seiberg bounds (1.6) are satisfied and that αk 6= 0 for all k.12 Note
that these bounds imply that for a nontrivial correlation we need at least three vertex operators; therefore,
we have N > 3 in the sequel. The correlation function (2.12) satisfies the conformal invariance property
(1.4) and the conformal weights of the vertex operators are given by

∆α =
α

2
(Q − α

2
).

Reduction to Multiplicative Chaos. In order to keep this work as self contained as possible, we remind
the basics of the construction of the Liouville correlations. The main idea is that one can express these
correlations as functions of GMCmeasures with log singularities. More precisely, using the explicit expression
(2.10), we may first integrate over the c-variable in the vertex operator correlation functions which yields
(see [14]):

〈
N∏

k=1

Vαk(zk)〉 = 4 e−2χQ2

lim
ǫ→0

∫

R

e−2Qc
E

[
N∏

k=1

Vαk,ǫ(zk)e
−µeγc

∫
C
Vγ,ǫ(x)d

2x

]
dc

= µ−s4 e
χ
2

∑N
k=1 α

2
k−2χQ2

γ−1Γ(s) lim
ǫ→0

E

[
N∏

k=1

eαkXǫ(zk)−
α2
k
2 EXǫ(zk)

2

ĝǫ(zk)
∆αk

(∫

C

Vγ,ǫ(x)d
2x

)−s
]
.

Now, using Girsanov’s theorem (see [14]) we may trade the vertex operators to a shift of X to obtain
(2.13)

〈
N∏

k=1

Vαk(zk)〉 = 4e
χ
2

∑N
k=1 α

2
k−2χQ2

e
1
2

∑N
i6=j αiαjG(zi,zj)(

N∏

k=1

ĝ(zk)
∆αk )µ−sγ−1Γ(s)E

[(∫

C

e
∑N
k=1 αkG(x,zk)Mγ(d

2x)

)−s
]

11The global constant 4e−2χQ2
which depends on γ plays no role but it is included to match with the standard physics

literature which is based on the DOZZ formula (1.13). This constant was not included in the definitions in the article [14] or
the lecture notes [36].

12This is no restriction since the case αk = 0 corresponds to setting Vαk (zk) = 1.
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where s =
∑N
k=1 αk−2Q

γ . Note that the Seiberg bounds ensure s > 0. Using formula (2.3) we can write this
as

(2.14) 〈
N∏

k=1

Vαk(zk)〉 = B(ααα)
∏

i<j

1

|zi − zj |αiαj
µ−sγ−1Γ(s)E

[(∫

C

F (x, z)Mγ(d
2x)

)−s
]

where we set ααα = (α1, · · · , αN ),

F (x, z) =

N∏

k=1

1

|x− zk|γαk
ĝ(x)−

γ
4

∑N
k=1 αk

and

(2.15) B(ααα) = 4 e−
χ
2 (

∑N
k=1 αk−2Q)2 .

Thus, up to explicit factors the Liouville correlations are reduced to the study of the random variable∫
C
F (x, z)Mγ(d

2x). In particular, the Seiberg bounds αk < Q for all k are the condition of integrability of
F against the chaos measure Mγ (see [14]).

2.2. Ward and BPZ identities. A formal calculation using the definition (1.7) of the SE tensor yields
the following result in the case of LCFT

(2.16) T (z) = Q∂2zφ(z)− (∂zφ(z))
2 + E((∂zX(z))2).

where φ is the Liouville field (2.8). We will define this via a regularized version:

(2.17) Tǫ(z) := Q∂2zφǫ(z)− (∂zφǫ(z))
2 + E((∂zXǫ(z))

2)

(note that Xǫ is smooth (a.s.)). Here is the main theorem on the Ward identities:

Theorem 2.1. (a) The correlation functions (z1, . . . , zN ) 7→ 〈
∏N
k=1 Vαk(zk)〉 are C2 in the set UN .

(b) The limits

lim
ǫ→0

〈Tǫ(z)
N∏

k=1

Vαk(zk)〉 := 〈T (z)
N∏

k=1

Vαk(zk)〉(2.18)

lim
ǫ′→0

lim
ǫ→0

〈Tǫ(z)Tǫ′(z′)
N∏

k=1

Vαk(zk)〉 := 〈T (z)T (z′)
N∏

k=1

Vαk(zk)〉(2.19)

exist for all distinct z, z′, z1, · · · , zN . (2.18) is given by the first Ward identity (1.8) and the second Ward
identity (1.9) holds in the form

〈T (z)T (z′)
N∏

k=1

Vαk(zk)〉 =
1

2

cL
(z − z′)4

〈
N∏

k=1

Vαk(zk)〉+
2

(z − z′)2
〈T (z′)

N∏

k=1

Vαk(zk)〉+
1

z − z′
∂z′〈T (z′)

N∏

k=1

Vαk(zk)〉

+

N∑

i=1

∆αi

(z − zi)2
〈T (z′)

N∏

k=1

Vαk(zk)〉+
N∑

i=1

1

z − zi
∂zi〈T (z′)

N∏

k=1

Vαk(zk)〉(2.20)

where cL = 1 + 6Q2 is the central charge of the Liouville theory.

The result on the BPZ equations is the following:

Theorem 2.2. Let χ = − γ
2 or χ = − 2

γ and suppose χ +
∑N
k=1 αk > 2Q. Then the BPZ equation (1.10)

holds in C \ {z1, · · · , zN}.
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2.3. Relations on the 3 point structure constant. We will use the BPZ equations to deduce an exact

expression for the 4 point correlation function with a degenerate field 〈V− γ
2
(z)
∏3
k=1 Vαk(zk)〉 and deduce

from this expression a non trivial relation on the 3 point structure constants. This relation is usually referred
to as Teschner’s trick in the physics literature since it was shown by Teschner to lead to a simple heuristic
derivation of the celebrated DOZZ formula for the 3 point structure constants (see section 1.1 for the
importance of these constants).

Let us first use Möbius invariance (1.4) to simplify the three and four point functions. This fixes the three
point function up to a constant

〈
3∏

k=1

Vαk(zk)〉 = |z1 − z2|2∆12 |z2 − z3|2∆23 |z1 − z3|2∆13Cγ(α1, α2, α3)(2.21)

where we denoted ∆12 = ∆α3 −∆α1 −∆α2 etc... Similarly, the four point function is fixed up to a single
function depending on the cross ratio of the points. Specializing to the case we are interested in, we get

〈V− γ
2
(z)

3∏

k=1

Vαk(zk)〉 = |z3 − z|−4∆−γ
2 |z2 − z1|2(∆3−∆2−∆1−∆−γ

2
)|z3 − z1|2(∆2+∆− γ

2
−∆3−∆1)

(2.22)

× |z3 − z2|2(∆1+∆− γ
2
−∆3−∆2)

G

(
(z − z1)(z2 − z3)

(z − z3)(z2 − z1)

)
(2.23)

where ∆− γ
2
= − γ

4 (Q+ γ
4 ) and ∆k = αk

2 (Q− αk
2 ). We can recover Cγ and G(z) as the following limits

Cγ(α1, α2, α3) = lim
z3→∞

|z3|4∆3〈Vα1 (0)Vα2(1)Vα3(z3)〉(2.24)

G(z) = lim
z3→∞

|z3|4∆3〈V− γ
2
(z)Vα1(0)Vα2(1)Vα3(z3)〉.(2.25)

In order to state the result, we introduce

(2.26) F−(z) = 2F1(a, b, c, z), F+(z) = z1−c2F1(1 + a− c, 1 + b − c, 2− c, z)

where 2F1(a, b, c, z) are the standard hypergeometric series extended to C\]1,∞[ and the real parameters
a, b, c have the following expression

(2.27) a =
γ

2
(
α1

2
− Q

2
) +

γ

2
(
α2

2
+
α3

2
− γ

2
)− 1

2
b =

γ

2
(
α1

2
− Q

2
) +

γ

2
(
α2

2
− α3

2
) +

1

2

and

(2.28) c = 1+
γ

2
(α1 −Q).

As always we assume the Seiberg bounds for (− γ
2 , α1, α2, α3), i.e.

∑3
k=1 αk > 2Q+ γ

2 and αk < Q for all k.
Then:

Theorem 2.3. Let Q− 1
γ < α1 < Q− γ

2 and write G(z) = |z| γα1
2 |z − 1| γα2

2 G̃(z). Then

G̃(z) = Cγ(α1 −
γ

2
, α2, α3)|F−(z)|2 − µ

π

l(− γ2

4 )l(γα1

2 )l(2 + γ2

4 − γα1

2 )
Cγ(α1 +

γ

2
, α2, α3)|F+(z)|2

where l(x) = Γ(x)
Γ(1−x) .

Remark 2.4. The set of (α1, α2, α3) that satisfy the assumptions of Theorem 2.3 is non empty for γ <
√
2.

The lower bound on α1 can be relaxed with more work hence leading to a larger set of γ ensuring that the
assumptions of Theorem 2.3 are non empty. Since this adds additional technicalities we will adress it in a
forthcoming work [29]. The upper bound comes from the necessity of α1 + γ

2 to satisfy the Seiberg bound
α1 +

γ
2 < Q: one can also relax this condition to some extent with additional work [29].

From this we can deduce the following corollary on the 3 point structure constants:
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Corollary 2.5. Let (α1, α2, α3) be such that we have Q− 1
γ < α1 < Q − γ

2 and such that (− γ
2 , α1, α2, α3)

satisfy the Seiberg bounds. Then we have the following relation

(2.29)
Cγ(α1 +

γ
2 , α2, α3)

Cγ(α1 − γ
2 , α2, α3)

= − 1

πµ

l(− γ2

4 )l(γα1

2 )l(α1γ
2 − γ2

4 )l(γ4 (ᾱ− 2α1 − γ
2 ))

l(γ4 (ᾱ− γ
2 − 2Q))l(γ4 (ᾱ− 2α3 − γ

2 ))l(
γ
4 (ᾱ− 2α2 − γ

2 ))

where ᾱ = α1 + α2 + α3.

3. Properties of Liouville Correlation Functions

3.1. Integrability Properties. In Section 5, we prove detailed estimates for the Liouville correlations as
some of the points get together. For the proof of the Ward identities we need the following special cases.
Let the weights α1, . . . , αN satisfy the Seiberg bounds (1.6) and z = (z1, . . . , zN) ∈ UN . From now on we

use the notation Gǫ(z) = 〈∏N
k=1 Vαk,ǫ(zk)〉ǫ and more generally for x = x1, · · · , xn ∈ C

(3.1) Gǫ(x; z) := 〈
n∏

i=1

Vγ,ǫ(xi)

N∏

k=1

Vαk,ǫ(zk)〉ǫ.

This is a slight abuse of notation since we use the same notation Gǫ for different functions: these functions
depend on the number of variables n but it should be clear from the context how many variables we are
considering. Similarly G(z) and G(x; z) stand respectively for the limits of Gǫ(z) and Gǫ(x; z) as ǫ goes to
0. In the following we fix z and study Gǫ(x; z) as a function of x. We will mainly be interested in the case
of Gǫ(·; z) as a function of one variable that we will denote x or of two variables that we will denote x, y.
Define also

Ḡ(x; z) := sup
ǫ
Gǫ(x; z), Ḡ(x, y; z) := sup

ǫ
Gǫ(x, y; z)

Proposition 3.1. a) Let ǫ > 0. Then Gǫ(x; z) and Gǫ(x, y; z) are smooth with ‖Gǫ(·; z)‖∞ < ∞ and for
some p > 2 and some constant Cǫ > 0

Gǫ(x, y; z) 6 Cǫ(1 + |x|)−p(1 + |y|)−p.
(b) The functions Ḡ(x; z) and Ḡ(x, y; z) belong to Lp(C) and Lp(C2) respectively for p ∈ [1, r] for some
r > 1 and uniformly in z on compact subsets of UN . The same holds for the functions

| ln |x− zi||kḠ(x; z), | ln |x− y||kḠ(x, y; z)
for all i and k > 0.
(c) Let x, y ∈ C \ {z1, . . . , zN}. Then

Ḡ(x, y; z) 6 C|x− y|−2+ζ

where the constant C depends on |x− zi|, |y − zi|, i = 1 . . .N .

We will also need the fact that the regularized correlations are translation invariant

Lemma 3.2. For all y ∈ C, Gǫ(z1 + y, . . . , zN + y) = Gǫ(z) and thus
∑N
i=1 ∂ziGǫ(z) = 0.

For the proof see Section 6.1.

3.2. Integration by Parts Formula and a KPZ identity. Let f ∈ C∞
0 (C) and setX(f) =

∫
C
X(z)f(z)d2z.

The following identity follows by integration by parts in the Gaussian measure13:

〈X(f)

N∏

k=1

Vαk,ǫ(zk)〉ǫ =
N∑

i=1

αiE(X(f)Xǫ(zi))〈
N∏

k=1

Vαk,ǫ(zk)〉ǫ

−µγ
∫

C

E(X(f)Xǫ(x))〈Vγ,ǫ(x)
N∏

k=1

Vαk,ǫ(zk)〉ǫd2x.(3.2)

13Recall that for a centered Gaussian vector (X, Y1, . . . , YN ) and a smooth function f on RN , the Gaussian integration by

parts yields E[X f(Y1, . . . , YN )] =
∑N

k=1
E[XYk]E[∂Ykf(Y1, . . . , YN )].
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By Proposition 3.1, the x integral converges since |E(X(f)Xǫ(x))| 6 C ln(2 + |x|). We will need to use this
formula for f satisfying

∫
C
f(z)d2z = 0. Then

E(X(f)Xǫ(z)) = (Cǫ ∗ f)(z)− 1

4

∫

C

ln ĝ(u)f(u)d2u

where Cǫ = ρǫ ∗ ln |z|−1. Recalling the definition of the Liouville field (2.8) we then get

〈φ(f)
N∏

k=1

Vαk,ǫ(zk)〉ǫ =
N∑

k=1

αk(Cǫ ∗ f)(zk)Gǫ(z) − µγ

∫

C

(Cǫ ∗ f)(x)Gǫ(x; z)d2x

+
1

4

∫

C

ln ĝ(u)f(u)d2u
(
(2Q−

N∑

k=1

αk)Gǫ(z) + µγ

∫

C

Gǫ(x; z)d
2x
)

The metric dependent term actually vanishes due to the following remarkable identity

Lemma 3.3. For all ǫ > 0 (KPZ-identity)

(3.3) µγ

∫

C

Gǫ(x; z)d
2x = (

N∑

k=1

αk − 2Q)Gǫ(z).

Proof. Recalling the c-dependence in (2.10) we get by a simple change of variables γ−1 lnµ+ c = c′ that

〈
N∏

k=1

Vαk,ǫ(zk)〉ǫ,µ =

∫

R

e−2Qc
E

[
N∏

k=1

Vαk,ǫ(zk)e
−µ

∫
C
Vγ,ǫ(x) d

2x

]
dc

=µ−
∑N
k=1 αk−2Q

γ

∫

R

e−2Qc′
E

[
N∏

k=1

Vαk,ǫ(zk)e
−

∫
C
Vγ,ǫ(x)d

2x

]
dc′.

The identity follows by differentiating in µ. The limit as ǫ→ 0 follows in virtue of Proposition 3.1. �

Now, we give some definitions which will be used throughout the rest of the paper. Recall that ρǫ(x) =
1
ǫ2 ρ(

x̄x
ǫ2 ) where ρ is C∞ non-negative with compact support in [0,∞[ and such that π

∫∞

0 ρ(t)dt = 1.Then
we set for ǫ, ǫ′ > 0

(3.4)
1

(z) ǫ,ǫ′
:= ρǫ ∗ ρǫ′ ∗

1

z

and more generally for n > 0

(3.5)
1

(z)n+1
ǫ,ǫ′

:= ∂nz
1

(z) ǫ,ǫ′

If ǫ′ = 0, we simply set 1
(z) ǫ

:= 1
(z) ǫ,0

and similarly for 1
(z)n+1

ǫ
.

We then get the integration by parts formula that will be used repeatedly in this paper:

Lemma 3.4. For all ǫ > 0 and ǫ′ > 0 and n > 0

〈∂n+1
z φǫ′(z)

N∏

k=1

Vαk,ǫ(zk)〉ǫ = −1

2

N∑

i=1

αi∂
n
z

1

(z − zi) ǫ,ǫ′
Gǫ(z) +

µγ

2

∫

C

∂nz
1

(z − x) ǫ,ǫ′
Gǫ(x; z)d

2x.(3.6)

As an application, let us compute the derivative of the regularized correlations:

(3.7) ∂ziGǫ(z) = αi〈∂ziφǫ(zi)
N∏

k=1

Vαk,ǫ(zk)〉ǫ = −1

2

N∑

j;j 6=i

αiαj
(zi − zj)ǫ,ǫ

Gǫ(z) +
αiµγ

2
Yi,ǫ(z)

with

(3.8) Yi,ǫ(z) =

∫

C

1

(zi − x)ǫ,ǫ
Gǫ(x; z)d

2x.



14 ANTTI KUPIAINEN, RÉMI RHODES, AND VINCENT VARGAS

Remark. Note that Proposition 3.1 does not allow us to control the limit as ǫ tends to zero of expression
(3.8) since it guarantees only integrability of a logarithmic singularity in zi− x. Indeed, depending on γ and
αi the singularity of correlation function Gǫ(x; z) is |zi − x|−2+ζ with ζ arbitrarily close to 0. Hence the
integral in (3.8) is not always absolutely convergent and its analysis is rather subtle.

3.3. Differentiability of Correlation Functions. This Section is devoted to the proof of Theorem 2.1
(a). We start with a convenient representation of the first derivative ∂ziGǫ(z); indeed, as mentioned in the
previous remark, the Yi,ǫ(z) term in (3.7) is difficult to study directly hence we give an expression for the
Yi,ǫ(z) term which is easier to study:

Lemma 3.5. We can write ∂ziGǫ(z) under the following form

(3.9) ∂ziGǫ(z) = −1

2

N∑

j;j 6=i

αiαj
(zi − zj)ǫ,ǫ

Gǫ(z) +

∫

C

fi,ǫ(x, z)Gǫ(x; z)dx +

∫

C

∫

C

Fǫ(x, y, zi)Gǫ(x, y; z)d
2xd2y

where fi,ǫ and Fǫ are bounded smooth functions. Furthermore, for all j, fi,ǫ, Fǫ, ∂zjfi,ǫ, ∂zjFǫ, ∂xfi,ǫ and
(∂x + ∂y)Fǫ converge uniformly as ǫ→ 0 to bounded continuous limits. Moreover

(3.10) ‖∂nfi,ǫ‖∞, ‖∂nFǫ‖∞ 6 Cδ−n−1
i n = 0, 1

uniformly in ǫ where δi := minj;j 6=i |zi − zj | and C is some global constant (which depends only on µ, γ and
αi). In (3.10) ∂ can be taken as ∂zj , ∂x (for fi,ǫ) or ∂x + ∂y (for Fǫ).

Proof. The key idea behind this proof is to use an exact identity (i.e. identity (3.11) below) to deduce a
new and easier to study expression for Yi,ǫ(z), which we will then plug into (3.7) to prove our claim.

To obtain this new expression for Yi,ǫ(z), recall that x 7→ Gǫ(x; z) is smooth. Hence (π times) the Beurling
transform

Aǫ(z; z) = −
∫

C

1

(z − x)2
Gǫ(x; z)d

2x := − lim
ǫ′→0

∫

C

1

(z − x)2
1|z−x| > ǫ′Gǫ(x; z)d

2x

is defined and satisfies the following key identity

(3.11) Aǫ(z; z) =

∫

C

1

z − x
∂xGǫ(x; z)d

2x = Bǫ(z; z) + Cǫ(z; z)

where by (3.7)

Bǫ(z; z) =
γ

2

N∑

j=1

αj

∫

C

1

z − x

1

(zj − x)ǫ,ǫ
Gǫ(x; z) dx

Cǫ(z; z) = −µγ
2

2

∫

C

1

z − x

∫

C

1

(x− y)ǫ,ǫ
Gǫ(x, y; z)d

2xd2y.

Using 1
z−x = 1

z−zj

(
x−zj
z−x + 1

)
we write

(3.12)

∫

C

1

z − x

1

(zj − x)ǫ,ǫ
Gǫ(x; z)dx =

1

z − zj
(Yj,ǫ(z) +Dj,ǫ(z; z))

where

Dj,ǫ(z; z) =−
∫

C

zj − x

z − x

1

(zj − x)ǫ,ǫ
Gǫ(x; z) d

2x.

We want to deduce from expression (3.11) (valid if z 6= zj for all j) an expression for Yi,ǫ(z). A natural
way to do so is to integrate expression (3.11) with respect to a small contour around zi to get rid of the
Yj,ǫ(z) terms for j 6= i. However, contour integrals lack smoothness so we will use an equivalent but more
smooth procedure which boils down to taking an average over contour integrals of (3.11). More precisely, let
θ(x) be a smooth bump with support on ] δi4 ,

δi
2 [ and χ(z) = θ(|z|) z|z| . So χ is supported inside the annulus
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around the origin with radii δi4 and δi
2 . We normalize it so that γαi2

∫
C
χ(z)1zd

2z = 1. Then, for all continuous
functions f

∫

C

χ(z)f(z)d2z =
1√
−1

∫
θ(r)

(∮

|z|=r

f(z)dz

)
dr.

Using this we convolve the key identity (3.11) with χ. First, since for all j 6= i we have
∫
C

χ(z−zi)
z−zj

d2z = 0

we get
∫

C

χ(z − zi)Bǫ(z, z)d
2z = Yi,ǫ(z) +

γ

2

∫

C

χ(z − zi)
( N∑

j=1

αj
z − zj

Dj,ǫ(z, z)
)
d2z.

For the second term we get
∫

C

χ(z − zi)
1

z − zj
Dj,ǫ(z, z)d

2z =

∫

C

φj(zi, x)(x − zj)
1

(zj − x)ǫ,ǫ
Gǫ(x, z)d

2x.

where

φj(zi, x) :=

∫

C

χ(z − zi)
1

z − zj

1

z − x
d2z =

1√
−1

∫
θ(r)

(∮

|z−zi|=r

1

z − zj

1

z − x
dz

)
dr

=
2πδij
zi − x

∫
θ(r)1|zi−x|>rdr +

2π(1− δij)

x− zj

∫
θ(r)1|zi−x|<rdr

and we used the residue theorem. The function z → z 1
zǫ,ǫ

converges to 1 as ǫ→ 0 uniformly on B(0, r)c for

all r > 0. Using this we infer that x, z → φj(zi, x)(x − zj)
1

(zj−x)ǫ,ǫ
satisfies the claims for fi,ǫ(x; z).

Next, consider Aǫ(z, z). We have
∫

C

χ(z − zi)Aǫ(z, z)d
2z =

∫

C

χ(z − zi)

∫
1

z − x
∂xGǫ(x, z)d

2zd2x

= 2π

∫
θ(r)1|x−zi| 6 r∂xGǫ(x, z)drd

2x = π

∫

C

|x− zi|
x− zi

θ(|x − zi|)Gǫ(x, z)d2x.

The function x, z → |x−zi|
x−zi

θ(|x− zi|) is smooth and bounded on C
N+1. To summarize we have obtained

(3.13) Yi,ǫ(z) =

∫

C

fi,ǫ(x; z)Gǫ(x; z) d
2x−

∫

C

χ(z − zi)Cǫ(z, z)d
2z

where fi,ǫ satisfies our claims. For the second term on the RHS we obtain

(3.14)

∫

C

χ(z − zi)Cǫ(z, z)d
2z =

∫

C

∫

C

Fǫ(x, y, zi)Gǫ(x, y; z) d
2xd2y

with (after symmetrization)

(3.15) Fǫ(x, y, zi) = −µγ2

4
(x− y)

1

(x− y)ǫ,ǫ

∫

C

χ(z − zi)
1

z − x

1

z − y
d2z = −πµγ2

2

1

(x− y)ǫ,ǫ

∫ |y−zi|

|x−zi|

θ(r)dr

for |x − zi| 6 |y − zi| where we used again the residue theorem. The function ψ(x, y, zi) :=
∫ |y−zi|

|x−zi|
θ(r)dr

is smooth in all the variables and ∂nziψ(x, y, zi) is O(|y − x|) for all n > 0. Since (∂x + ∂y)ψ = −∂ziψ the
claims for Fǫ(x, y, zi) follow.

Since 1
2γαi

∫
C
χ(z)1zd

2z = 1 we may assume

‖θ‖∞ 6 Cδ−1
i , ‖∂θ‖∞ 6 Cδ−2

i .

The bounds (3.10) follow from this estimate. �

This lemma leads to the following corollary which gives a control of the ∂zi derivative with respect to
δi = minj;j 6=i |zi − zj |:
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Corollary 3.6. Gǫ(z) is C1 in UN and for all ǫ > 0

|∂ziGǫ(z)| 6 C(min
j;j 6=i

|zi − zj|)−1Gǫ(z).

Proof. We use the expression for the derivative given by Lemma 3.5. By the KPZ-identity (3.3) we get

(3.16) |
∫

C

fi,ǫ(x; z)Gǫ(x; z)d
2x| 6 Cδ−1

i

∫

C

Gǫ(x; z)d
2x = Cδ−1

i Gǫ(z).

and similarly for the Fǫ term, completing the proof. �

Define

(3.17) G(f ; z) :=

∫

C

f(x)G(x; z)d2x, G(F ; z) :=

∫

C

∫

C

F (x, y)G(x, y; z)d2xd2y

and Gǫ(f ; z) and Gǫ(F ; z) similarly. Note that by the KPZ-identity (3.3) these are well defined if f, F are
bounded:

|G(f ; z)| 6 C‖f‖∞G(z), |G(F ; z)| 6 C‖F‖∞G(z)
The following Lemma will be used repeatedly in what follows:

Lemma 3.7. Let f ∈ C1(C) and F ∈ C0(C2) ∩ C1(C2 \ D) where D is the diagonal. Assume further that
‖f‖∞, ‖F‖∞, ‖∂xf‖∞ and ‖(∂x + ∂y)F‖∞ are finite. Then G(f ; z) and G(F ; z) are C1 on UN and

∂ziG(f ; z) =

∫

C

f(x)∂ziG(x; z)d
2x = lim

ǫ→0

∫

C

f(x)∂ziGǫ(x; z)d
2x

∂ziG(F ; z) =

∫

C

∫

C

F (x, y)∂ziG(x, y; z)d
2xd2y = lim

ǫ→0

∫

C

∫

C

F (x, y)∂ziGǫ(x, y; z)d
2xd2y,

where the notations f 7→
∫
C
f(x)∂ziG(x; z)d

2x and F 7→
∫
C

∫
C
F (x, y)∂ziG(x, y; z)d

2xd2y stand for contin-

uous linear functionals on C0(C) and C0(C2) respectively . Furthermore if fn, f, Fn, F are as above and
‖f − fn‖∞,‖∂x(f − fn)‖∞, ‖F − Fn‖∞ and ‖(∂x + ∂y)(F −Fn)‖∞ tend to zero as n→ ∞ then ∂ziG(fn; z)
and ∂ziG(Fn; z) converge to ∂ziG(f ; z) and ∂ziG(F ; z).

Remark 3.8. The functions x 7→ ∂ziG(x; z) and (x, y) 7→ G(x, y; z) do not necessarily belong to L1 hence
one can not necessarily consider the integrals

∫
C
f(x)∂ziG(x; z)d

2x and
∫
C

∫
C
F (x, y)∂ziG(x, y; z)d

2xd2y in
the classical sense. This is actually why the analysis of G(f ; z) and G(F ; z) is delicate and non trivial.

Proof. Let ρi be a smooth bump supported in a small enough ball Bi around zi and ρi = 1 in a neighborhood
of zi: typically, ρi(x) = ρ̃(x − zi) where ρ̃ is a smooth bump supported in a small neighborhood of origin
with ρ̃(x) = 1 for |x| small. We decompose

(3.18)

∫

C

f(x)∂ziGǫ(x; z)d
2x =

∫

C

f(x)∂ziGǫ(x; z)ρi(x)d
2x+

∫

C

f(x)∂ziGǫ(x; z)(1 − ρi(x))d
2x.

By corollary 3.6 (applied to (x; z)), we have for all x

(3.19) |∂ziGǫ(x; z)| 6 C(min(|x− zi|, δi))−1Gǫ(x; z)

where δi = minj;j 6=i |zi − zj|. By Proposition 3.1 the function x 7→ Gǫ(x; z) is dominated by an L1 function
hence so is ∂ziGǫ(x; z)(1 − ρi(x)) by inequality (3.19). Therefore, by the dominated convergence theorem,
the integral

∫
C
f(x)∂ziGǫ(x; z)(1 − ρi(x))d

2x converges to
∫
C
f(x)∂ziG(x; z)(1 − ρi(x))d

2x as ǫ goes to 0.
We now consider the first term on the right hand side of (3.18). By Lemma 3.2 (translation invariance), we
get

∂ziGǫ(x; z) = −
N∑

j;j 6=i

∂zjGǫ(x; z) − ∂xGǫ(x; z)(3.20)

hence the first term becomes
∫

C

f(x)∂ziGǫ(x; z)ρi(x)d
2x =

∫

C

∂x(f(x)ρi(x))Gǫ(x; z)d
2x−

N∑

j;j 6=i

∫

C

f(x)∂zjGǫ(x; z)ρi(x)d
2x.
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The first term on the right hand side of the above equality converges (by using Proposition 3.1 and the
dominated convergence theorem) hence we focus on the

∑
j;j 6=i term. We may now use Lemma 3.5 for each

j 6= i

∂zjGǫ(x; z) = −αj
2
(

N∑

k;k 6=j

αk
(zj − zk)ǫ,ǫ

+
γ

(zj − x)ǫ,ǫ
)Gǫ(x; z)

+

∫

C

f̄j,ǫ(x, y, z)Gǫ(x, y; z)d
2y +

∫

C

∫

C

F̄j,ǫ(x, y, y
′, z)Gǫ(x, y, y

′; z)d2yd2y′(3.21)

where the C1 norms of the functions y 7→ f̄j,ǫ(x, y, z) and (y, y′) 7→ F̄j,ǫ(x, y, y
′, z) depend on min(δj , |x−zj |)

with δj = mink;k 6=j |zj − zk|. There exists δ > 0 such that for x ∈ Bi we have min(δj , |x − zj|) > δ and
therefore using the KPZ identity (3.3) we get from decomposition (3.21) that

ρi(x) |∂zjGǫ(x; z)| 6 Cρi(x)Gǫ(x; z),

for some constantC > 0 (which depends onBi and z). We then get convergence of
∫
C
f(x)∂ziGǫ(x; z)ρi(x)d

2x
again by Proposition 3.1 along with the dominated convergence theorem.

Consider the second claim. We localize the x, y-integrals again by inserting 1 = ρi + (1 − ρi). There are
three cases to consider.

(a) The first case is
∫

C

∫

C

F (x, y)∂ziGǫ(x, y; z)ρi(x)ρi(y)d
2xd2y =

∫

C

∫

C

Gǫ(x, y; z)(∂x + ∂y)(F (x, y)ρi(x)ρi(y))d
2xd2y

−
N∑

j;j 6=i

∫

C

∫

C

F (x, y)∂zjGǫ(x, y; z)ρi(x)ρi(y)dxdy

where we used translation invariance. The terms with ∂zjGǫ can be treated in a similar way than the terms∫
C
f(x)∂zjGǫ(x; z)ρi(x)d

2x in the previous proof by combining Lemma 3.5 and Proposition 3.1 .

(b) The second case with insertion (1 − ρi(x))(1 − ρi(y)) can also be dealt with in a similar way as the∫
C
f(x)∂ziGǫ(x; z)(1 − ρi(x))d

2x term in the previous proof by using Proposition 3.1.

(c) The third case is
∫

C

∫

C

F (x, y)∂ziGǫ(x, y; z)ρi(x)(1 − ρi(y))d
2xd2y.

Write F (x, y) = F (zi, y) + F (x, y)− F (zi, y). Then by the KPZ identity (3.3)
∫

C

∫

C

F (zi, y)∂ziGǫ(x, y; z)ρi(x)(1 − ρi(y))d
2xd2y = C

∫

C

F (zi, y)∂ziGǫ(y; z)(1 − ρi(y))d
2y

−
∫

C

∫

C

F (zi, y)∂ziGǫ(x, y; z)(1 − ρi(x))(1 − ρi(y))d
2xd2y

so we are left with estimating
∫

C

∫

C

(F (x, y)− F (zi, y))∂ziGǫ(x, y; z)ρi(x)(1 − ρi(y))d
2xd2y.(3.22)

Since |F (x, y)− F (zi, y)| 6 C|zi − x| and by Corollary 3.6

|∂ziGǫ(x, y; z)| 6 C|zi − x|−1Gǫ(x, y; z)

for some constant (depending on Bi and z) we obtain

|F (x, y)− F (zi, y)||∂ziGǫ(x, y; z)|ρi(x)(1 − ρi(y)) 6 CGǫ(x, y; z)ρi(x)(1 − ρi(y)).

We then conclude by using Proposition 3.1. �

By combining Lemmas 3.5 and 3.7 one can easily show
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Corollary 3.9. G(z) is C2 in UN .

Proof of Theorem 2.1 (a). We have

∂zi∂zjGǫ(z) = ∂zi(−
1

2

N∑

k;k 6=j

αjαk
(zj − zk)ǫ,ǫ

Gǫ(z)) +

∫

C

∂zifj,ǫ(x; z)Gǫ(x; z)d
2x+

∫

C

∫

C

∂ziFǫ(x, y, zj)Gǫ(x, y; z)d
2xd2y

+

∫

C

fj,ǫ(x; z)∂ziGǫ(x; z)d
2x+

∫

C

∫

C

Fǫ(x, y, zj)∂ziGǫ(x, y; z)d
2xd2y.

(3.23)

Convergence of the last two terms follows from Lemma 3.7 and the first three from Lemma 3.5. Also,

∂z̄i∂zjGǫ(z) = ∂z̄i(−
1

2

N∑

k;k 6=j

αjαk
(zj − zk)ǫ,ǫ

Gǫ(z)) +

∫

C

∂z̄ifj,ǫ(x; z)Gǫ(x; z)d
2x+

∫

C

∫

C

∂z̄iFǫ(x, y, zj)Gǫ(x, y; z)d
2xd2y

+

∫

C

fj,ǫ(x; z)∂z̄iGǫ(x; z)d
2x+

∫

C

∫

C

Fǫ(x, y, zj)∂z̄iGǫ(x, y; z)d
2xd2y.

(3.24)

As Gǫ is real valued, Lemma 3.7 holds for ∂z̄iGǫ instead of ∂ziGǫ as well, which implies convergence of the
last two terms. follows from Lemma 3.7 and the first three terms from Lemma 3.5 again. �

Now, we set notations which will be used in the sequel of the paper. As a consequence of the previous
considerations, we have shown that Yi,ǫ(z) given by (3.8) converges as ǫ goes to 0 and we will naturally set
the following notation

(3.25)

∫

C

1

(zi − x)
G(x; z)d2x := lim

ǫ→0

∫

C

1

(zi − x)ǫ,ǫ
Gǫ(x; z)d

2x

We have also shown that 〈∏N
k=1 Vαk(zk)〉 is C1 and the ∂zi derivative has the following expression

(3.26) ∂zi〈
N∏

k=1

Vαk(zk)〉 = −1

2

N∑

j;j 6=i

αiαj
zi − zj

G(z) +
αiµγ

2

∫

C

1

zi − x
G(x; z)d2x.

4. Proof of the Ward and BPZ Identities

4.1. Proof of the first Ward Identity. We prove the first statement of Theorem 2.1 (b). Recall that 1
(z)ǫ

denotes ρǫ ∗ 1
z . Using the integration by parts formula (3.6) we get

〈∂2zφǫ(z)
N∏

k=1

Vαk(zk)〉 = −1

2

N∑

i=1

αi∂z
1

(z − zi)ǫ
G(z) +

µγ

2

∫

C

∂z
1

(z − x)ǫ
G(x; z)d2x.

Along the same lines as the proof of Lemma 3.4 (using Gaussian integration by parts) one can prove

〈((∂zφǫ(z))2−E[(∂zXǫ(z))
2])

N∏

k=1

Vαk(zk)〉 =
1

4

N∑

i,j=1

αiαj
1

(z − zi)ǫ

1

(z − zj)ǫ
G(z)

− µγ

2

N∑

i=1

αi
1

(z − zi)ǫ

∫

C

1

(z − x)ǫ
G(x; z)d2x− µγ2

4

∫

C

(
1

(z − x)ǫ
)2G(x; z)d2x

+
µ2γ2

4

∫

C

∫

C

1

(z − x)ǫ

1

(z − y)ǫ
G(x, y; z)d2xd2y.
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Combining we get (recall (2.17))

〈Tǫ(z)
N∏

k=1

Vαk(zk)〉 = (−Q
2

N∑

i=1

αi∂z
1

(z − zi)ǫ
− 1

4

∑

i,j

αiαj
1

(z − zi)ǫ

1

(z − zj)ǫ
)G(z)

+
µγ

2

N∑

i=1

αi
1

(z − zi)ǫ

∫

C

1

(z − x)ǫ
G(x; z)d2x+Rǫ(z; z)(4.1)

with

Rǫ(z; z) :=
µγ

2

∫

C

(Q∂z
1

(z − x)ǫ
+
γ

2
(

1

(z − x)ǫ
)2)G(x; z)d2x− µ2γ2

4

∫

C

∫

C

1

(z − x)ǫ

1

(z − y)ǫ
G(x, y; z)d2xd2y.

(4.2)

Integrating ∂z = −∂x by parts we have

∫

C

∂z
1

(z − x)ǫ
G(x; z)d2x = −γ

2

N∑

i=1

αi

∫

C

1

(z − x)ǫ

1

x− zi
G(x; z)d2x+

µγ2

2

∫

C

∫

C

1

(z − x)ǫ

1

x− y
G(x, y; z)d2xd2y

where the last integral is defined as the limit

lim
ǫ→0

∫

C

∫

C

1

(z − x)ǫ

1

(x− y)ǫ′
Gǫ′(x, y; z)d

2xd2y.

By exploiting the fact that the function (x, y) 7→ Gǫ′(x, y; z) is symmetric we get

µγ2

2

∫

C

∫

C

1

(z − x)ǫ

1

x− y
G(x, y; z)d2xd2y =

µγ2

4

∫

C

∫

C

(
1

(z − x)ǫ
− 1

(z − y)ǫ
)

1

x− y
G(x, y; z)d2xd2y

Therefore, we get

∫

C

∂z
1

(z − x)ǫ
G(x; z)d2x = −γ

2

N∑

i=1

αi

∫

C

1

(z − x)ǫ

1

x− zi
G(x; z)d2x+

µγ2

2

∫

C

∫

C

1

(z − x)ǫ

1

x− y
G(x, y; z)d2xd2y

= −γ
2

N∑

i=1

αi
1

z − zi

(∫

C

1

(z − x)ǫ
G(x; z)d2x+

∫

C

hǫ(z − x)
1

x− zi
G(x; z)d2x

)

+
µγ2

4

∫

C

∫

C

(
1

(z − x)ǫ
− 1

(z − y)ǫ
)

1

x− y
G(x, y; z)d2xd2y

where hǫ(x) = x 1
(x)ǫ

. Thus recalling that Q = γ
2 + 2

γ we arrive at

Rǫ(z; z) = −µγ
2

N∑

j=1

αj
1

(z − zj)

(∫

C

1

(z − x)ǫ
G(x; z)d2x+

∫

C

hǫ(z − x)
1

x − zj
G(x; z)d2x

)

+
µγ2

4

∫

C

(∂z
1

(z − x)ǫ
+ (

1

(z − x)ǫ
)2)G(x; z)d2x

− µ2γ2

4

∫

C

∫

C

(
1

(z − x)ǫ

1

(z − y)ǫ
− (

1

(z − x)ǫ
− 1

(z − y)ǫ
)

1

x− y
)G(x, y; z)d2xd2y.(4.3)

In fact one can show that the last two terms in the right-hand side of the above expression converge to 0 as
ǫ → 0. In the proof of Lemma 4.1 below, we will prove a more technical result involving the derivatives of
this term. We leave as an exercise for the reader to adapt the proof and show this convergence to 0.

Finally we have

∫

C

hǫ(z − x)
1

x − zj
G(x; z)d2x = −hǫ(z − zj)Yj(z) +

∫

C

(hǫ(z − x)− hǫ(z − zj))
1

x − zj
G(x; z)d2x→ −Yj(z)

(4.4)
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since hǫ(x) → 1 for x 6= 0 and since (hǫ(z − x)− hǫ(z − zj))
1

x−zj
is bounded, uniformly in ǫ, and converges

to zero for x 6= z. To summarize

lim
ǫ→0

Rǫ(z; z) = −µγ
2

N∑

j=1

αj
z − zj

(

∫

C

1

z − x
G(x; z)d2x− Yj(z))

and then

lim
ǫ→0

〈Tǫ(z)
N∏

k=1

Vαk(zk)〉 =
(Q
2

N∑

i=1

αi
(z − zi)2

− 1

4

∑

i,j

αiαj
(z − zi)(z − zj)

)
G(z) +

µγ

2

N∑

i=1

αi
z − zi

Yi(z)

=

N∑

i=1

∆αi

(z − zi)2
G(z) +

N∑

i=1

1

z − zi
∂ziG(z)(4.5)

by (3.7). �

Now, we need the following elaboration of this result in the proof of the second Ward identity:

Lemma 4.1. The convergence in (4.5) takes place in C1 i.e.

lim
ǫ→0

∂zi〈Tǫ(z)
N∏

k=1

Vαk(zk)〉 = ∂zi〈T (z)
N∏

k=1

Vαk(zk)〉

Proof. It suffices to study the convergence of ∂ziRǫ(z; z) where Rǫ(z; z) is given by (4.3). By Lemma 3.7,
Rǫ(z; z) is C

1 (as a function of the z variable). To study the ǫ→ 0 limit let us consider the terms individually.
First consider the second term i.e. (4.4). The first term in (4.4) converges in C1 since hǫ converges in C1

in the complement of the origin and since Yi is C
1. For the second term in (4.4) let ρ̃ be a smooth bump

supported in a small neighborhood of origin with ρ̃(x) = 1 for |x| small. Insert 1 = ρ̃(z − x) + 1− ρ̃(z − x)
in the integral. By Lemma 3.7

∂zi

∫

C

(hǫ(z − x)− hǫ(z − zj))
1

x− zj
(1− ρ̃(z − x))G(x; z)d2x =

∫

C

(hǫ(z − x)− hǫ(z − zj))
1

x − zj
(1− ρ̃(z − x))∂ziG(x; z)d

2x

+

∫

C

∂zi((hǫ(z − x)− hǫ(z − zj))
1

x − zj
)(1 − ρ̃(z − x))G(x; z)d2x→ 0

as ǫ→ 0 since (hǫ(z − x)− hǫ(z − zj))
1

x−zj
(1− ρ̃(z − x)) is smooth and bounded and converges to 0 in C1.

For the ρ̃(z − x) case we note that x 7→ G(x; z) is C1 on the support of ρ̃(z − x) (provided the support
of ρ̃ is small enough) hence this term too vanishes as ǫ→ 0. Summarizing, we obtained

lim
ǫ→0

∂zi

∫

C

hǫ(z − x)
1

x− zj
G(x; z)d2x = −∂ziYj(z).

The convergence of
∫
C

1
(z−x)ǫ

∂ziG(x; z)d
2x follows in the same way by localizing at z and its complement

and in the same way we also get

lim
ǫ→0

∫

C

(∂z
1

(z − x)ǫ
+ (

1

(z − x)ǫ
)2)∂ziG(x; z)d

2x

= lim
ǫ→0

∫

C

(∂z
1

(z − x)ǫ
+ (

1

(z − x)ǫ
)2)(∂ziG(x; z) − ∂ziG(z; z))d

2x = 0(4.6)

where we have added the term involving ∂ziG(z; z) above as its contribution vanishes by isotropy and then
used the fact that ∂ziG(x; z) is of class C

2 in the neighborhood of z.
The proof will be completed provided we show

(4.7) lim
ǫ→0

∂zi

∫

C

∫

C

χǫ(x, y, z)G(x, y; z)d
2xd2y = lim

ǫ→0

∫

C

∫

C

χǫ(x, y, z)∂ziG(x, y; z)d
2xd2y = 0
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where

χǫ(x, y, z) :=
1

(z − x)ǫ

1

(z − y)ǫ
− (

1

(z − x)ǫ
− 1

(z − y)ǫ
)

1

x− y
.

We used Lemma 3.7 in the first equality in (4.7). (4.7) is proved by localizing the x, y integrals by inserting
1 = ρ̃(x − z) + 1− ρ̃(x− z) or 1 = ρ̃(x− zi) + 1 − ρ̃(x − zi) and similarly with the y variable. This results
to insertion of f(x − u)g(y − v) in the integrand where f, g ∈ {ρ̃, , 1 − ρ̃} and u, v ∈ {zi, z}. We consider
in detail the cases where f = g = ρ̃ the others being similar but easier. There are three cases to consider
taking into account symmetry in x and y:

(a) The first case is the insertion of ρ̃(x − zi)ρ̃(y − zi). By translation invariance
∫

C

∫

C

χǫ(x, y, z)ρ̃(x− zi)ρ̃(y − zi)∂ziG(x, y; z)d
2xd2y

= −
N∑

j;j 6=i

∫

C

∫

C

χǫ(x, y, z)ρ̃(x− zi)ρ̃(y − zi)∂zjG(x, y; z)d
2xd2y

−
∫

C

∫

C

χǫ(x, y, z)ρ̃(x − zi)ρ̃(y − zi)(∂x + ∂y)G(x, y; z)d
2xd2y.

For the first term we note that χǫ tends to zero in sup-norm on the support of the integrand. The limit
vanishes using Corollary 3.6 and then Proposition 3.1 along with the dominated convergence theorem.
Integrating by parts the second term equals

∫

C

∫

C

(∂x + ∂y)(χǫ(x, y, z)ρ̃(x− zi)ρ̃(y − zi))G(x, y; z)d
2xd2y.

Also (∂x + ∂y)χǫ tends to zero in sup-norm on the support of the integrand and then Proposition 3.1 along
with the dominated convergence theorem gives the claim.

(b) As the second case we consider the insertion ρ̃(x − z)ρ̃(y − zi). Proceeding as in (a) we need to study
the convergence of

−
N∑

j;j 6=i

∫

C

∫

C

χǫ(x, y, z)ρ̃(x − z)ρ̃(y − zi)∂zjG(x, y; z)d
2xd2y

−
∫

C

∫

C

χǫ(x, y, z)ρ̃(x− z)ρ̃(y − zi)(∂x + ∂y)G(x, y; z)d
2xd2y.

The first term is dealt as in (a) case. For the second term we use the fact that x, y 7→ G(x, y; z) is C1 on
the support of x, y 7→ ρ̃(x− z)ρ̃(y − zi) and conclude by dominated convergence theorem.

(c) The third case is given by
∫

C

∫

C

χǫ(x, y, z)ρ̃(x− z)ρ̃(y − z)∂ziG(x, y; z)d
2xd2y

This tends to zero thanks to Corollary 3.6 and then Proposition 3.1 along with the dominated convergence
theorem.

�

4.2. Proof of the Second Ward Identity. We will study the limit

(4.8) 〈T (z)T (z′)
N∏

k=1

Vαk (zk)〉 := lim
ǫ′→0

lim
ǫ→0

〈Tǫ(z)Tǫ′(z′)
N∏

k=1

Vαk(zk)〉.

The proof consists of lengthy but straightforward calculations using the integration by parts formula (3.6)
together with a careful analysis of the ǫ, ǫ′ limits as many integrals will not be absolutely convergent.
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The first step consists of using the integration by parts formula twice to get rid of the Tǫ(z)

〈Tǫ(z)Tǫ′(z′)
N∏

k=1

Vαk(zk)〉 = (−1

2
(

1

(z′ − z)2ǫ,ǫ′
)2 + 3Q2 1

(z′ − z)4ǫ,ǫ′
)G(z)

+ 2Q
1

(z′ − z)3ǫ,ǫ′
〈(∂z′φǫ′(z′)− ∂zφǫ(z))

N∏

k=1

Vαk(zk)〉 − 2
1

(z′ − z)2ǫ,ǫ′
〈(∂z′φǫ′(z′)∂zφǫ(z)

N∏

k=1

Vαk(zk)〉

+ Fǫ,ǫ′(z, z
′; z)(4.9)

where the contractions to the Vαk can be read from (4.1), (4.2):

Fǫ,ǫ′(z, z
′; z) = (

Q

2

N∑

i=1

αi
1

(z − zi)2ǫ
− 1

4

N∑

i,j=1

αiαj
1

(z − zi)ǫ

1

(z − zj)ǫ
)〈Tǫ′(z′)

N∏

k=1

Vαk(zk)〉

+
µγ

2

N∑

i=1

αi
1

(z − zi)ǫ

∫

C

1

(z − x)ǫ
〈Tǫ′(z′)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x

+
µγ

2

∫

C

(
γ

2
(

1

(z − x)ǫ
)2 −Q

1

(z − x)2ǫ
)〈Tǫ′(z′)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x

− µ2γ2

4

∫

C

∫

C

1

(z − y)ǫ

1

(z − x)ǫ
〈Tǫ′(z′)Vγ(x)Vγ(y)

N∏

k=1

Vαk(zk)〉d2xd2y.(4.10)

Note that the correlations appearing in Fǫ,ǫ′(z, z
′; z) are of the form appearing in Lemma 3.7. This allows

us to take the ǫ→ 0 limit in (4.10). Consider in particular the Beurling transform type terms, i.e. the third

term in the above right-hand side. Since x 7→ 〈Tǫ′(z′)Vγ(x)
∏N
k=1 Vαk(zk)〉 is C1 in a neighborhood of z these

terms converge to

−µ
∫

C

1

(z − x)2
〈Tǫ′(z′)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x.

Writing 1
(z−x)2 = ∂x

1
(z−x) and then using twice integration by parts (first with respect to ∂x and then

Gaussian integration by parts), we get

−µ
∫

C

1

(z − x)2
〈Tǫ′(z′)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x = −µγ
2

N∑

i=1

αi
1

z − zi

∫

C

1

z − x
〈Tǫ′(z′)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x

− µγ

2

N∑

i=1

αi
1

z − zi

∫

C

1

x− zi
〈Tǫ′(z′)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x

+
µ2γ2

4

∫

C

∫

C

1

z − y

1

z − x
〈Tǫ′(z′)Vγ(x)Vγ(y)

N∏

k=1

Vαk(zk)〉d2xd2y

+ µγQ

∫

C

1

(z′ − x)3ǫ′

1

z − x
〈Vγ(x)

N∏

k=1

Vαk(zk)〉d2x

+ µγ

∫

C

1

(z′ − x)2ǫ′

1

z − x
〈∂z′φǫ′(z′)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x.
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As in the proof of the 1st Ward identity, we next compare these expressions with

∂zi〈Tǫ′(z′)
N∏

k=1

Vαk(zk)〉 = −αi
2

N∑

j;j 6=i

αj
zi − zj

〈Tǫ′(z′)
N∏

k=1

Vαk(zk)〉+ αiQ
1

(z′ − zi)3ǫ′
〈
N∏

k=1

Vαk(zk)〉

+
αiµγ

2

∫

C

1

zi − x
〈Tǫ′(z′)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x+ αi
1

(z′ − zi)2ǫ′
〈∂z′φǫ′(z′)

N∏

k=1

Vαk(zk)〉.

Some calculation gives

lim
ǫ→0

Fǫ,ǫ′(z, z
′, z) =

N∑

i=1

∆αi

(z − zi)2
〈Tǫ′(z′)

N∏

k=1

Vαk(zk)〉+
N∑

i=1

1

z − zi
∂zi〈Tǫ′(z′)

N∏

k=1

Vαk(zk)〉

−
N∑

i=1

Qαi
z − zi

1

(z′ − zi)3ǫ′
〈
N∏

k=1

Vαk(zk)〉 −
N∑

i=1

αi
z − zi

1

(z′ − zi)2ǫ′
〈∂z′φǫ′(z′)

N∏

k=1

Vαk(zk)〉

+ µγQ

∫

C

1

(z′ − x)3ǫ′

1

z − x
〈Vγ(x)

N∏

k=1

Vαk(zk)〉d2x

+ µγ

∫

C

1

(z′ − x)2ǫ′

1

z − x
〈∂z′φǫ′(z′)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x,(4.11)

after recalling that ∆αi =
αi
2 (Q − αi

2 ). Let us now address the ǫ′ → 0 limit. Lemma 4.1 takes care of the
second term in (4.11). The ∂φ terms in (4.9) converge as ǫ′ → 0 respectively to

2Q

(z′ − z)3
〈(∂z′φ(z′)− ∂zφ(z))

∏

l

Vαl(zl)〉 =
Q

(z′ − z)2

N∑

i=1

αi
(z′ − zi)(z − zi)

〈
N∏

k=1

Vαk(zk)〉

− µγ
Q

(z′ − z)2

∫

C

1

z′ − x

1

z − x
〈Vγ(x)

N∏

k=1

Vαk(zk)〉d2x

−2

(z′ − z)2
〈∂z′φ(z′)∂zφ(z)

N∏

k=1

Vαk(zk)〉 =
1

(z′ − z)4
〈
N∏

k=1

Vαk(zk)〉 −
1

2

1

(z′ − z)2

∑

i,j

αiαj
(z′ − zi)(z − zj)

〈
N∏

k=1

Vαk(zk)〉

+
µγ

2(z′ − z)2

N∑

i=1

∫

C

(
αi

z′ − zi

1

z − x
+

αi
z − zi

1

z′ − x
)〈Vγ(x)

N∏

k=1

Vαk(zk)〉d2x

− µ2γ2

2

1

(z′ − z)2

∫

C

∫

C

1

z′ − y

1

z − x
〈Vγ(x)Vγ (y)

N∏

k=1

Vαk(zk)〉d2xd2y

+
µγ2

2

1

(z′ − z)2

∫

C

1

z′ − x

1

z − x
〈Vγ(x)

N∏

k=1

Vαk(zk)〉d2x.
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Next, consider the last two terms in (4.11). First we integrate by parts the last one:

µγ

∫

C

1

(z′ − x)2ǫ′

1

z − x
〈∂φǫ′(z′)Vγ(x)

N∏

k=1

Vαk (zk)〉d2x =(4.12)

− µγ

2

N∑

i=1

αi
(z′ − zi)ǫ′

∫

C

1

(z′ − x)2ǫ′

1

z − x
〈Vγ(x)

N∏

k=1

Vαk(zk)〉d2x(4.13)

− µγ2

2

∫

C

1

(z′ − x)2ǫ′

1

(z′ − x)ǫ′

1

z − x
〈Vγ(x)

N∏

k=1

Vαk(zk)〉d2x

+
µ2γ2

2

∫

C

∫

C

1

(z′ − y)ǫ′

1

(z′ − x)2ǫ′

1

z − x
〈Vγ(x)Vγ(y)

N∏

k=1

Vαk(zk)〉d2xd2y.(4.14)

Since x 7→ 1
z−x〈Vγ(x)

∏N
k=1 Vαk(zk)〉 is C2 in a neighborhood of z′ terms in (4.11) and (4.14) combine to

the following limit:

lim
ǫ′→0

∫

C

(µγQ
1

(z′ − x)3ǫ′
− 1

2
µγ2

1

(z′ − x)2ǫ′

1

(z′ − x)ǫ′
)

1

z − x
〈Vγ(x)

N∏

k=1

Vαk(zk)〉d2x =

2µ

∫

C

1

(z′ − x)3
1

z − x
〈Vγ(x)

N∏

k=1

Vαk(zk)〉d2x

where for a C2 function f we denote
∫

C

1

(z − x)3
f(x)d2x = lim

ǫ→0

∫

C

1

(z − x)3
1|z−x| > ǫf(x)d

2x.

The proof of existence of the limit (4.8) is now completed and we proceed to analyze the result. We have
obtained:

〈T (z)T (z′)
∏

l

Vαl(zl)〉 =
1

2

cL
(z′ − z)4

G(z) +

N∑

i=1

∆αi

(z − zi)2
〈T (z′)

N∏

k=1

Vαk(zk)〉

+
N∑

i=1

1

z − zi
∂zi〈T (z′)

N∏

k=1

Vαk(zk)〉+R1G(z) +R2 +R3(4.15)

with

R1 =
1

(z′ − z)2
(
N∑

i=1

Qαi
(z′ − zi)(z − zi)

− 1

2

N∑

i,j=1

αiαj
(z′ − zi)(z − zj)

)

+
1

2

N∑

i,j=1

αiαj
(z′ − zi)(z′ − zj)2(z − zj)

−
N∑

i=1

Qαi
(z′ − zi)3(z − zi)

= (
1

(z′ − z)2
− 1

2

1

z′ − z
∂z′)(Q

N∑

i=1

αi
(z′ − zi)2

− 1

2
(
N∑

i=1

αi
z′ − zi

)2)(4.16)

and the terms involving integrals of correlations

R2 =
µγ

2

1

(z′ − z)2

N∑

i=1

∫

C

(
αi

z′ − zi

1

z − x
+

αi
z − zi

1

z′ − x
)G(x; z)d2x

− µγ

2

N∑

i=1

αi
z − zi

1

(z′ − zi)2

∫

C

1

z′ − x
G(x; z)d2x
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and

R3 = − 2µ

(z′ − z)2

∫

C

1

(z′ − x)(z − x)
G(x; z)d2x− µ2γ2

2

1

(z′ − z)2

∫

C

∫

C

1

(z′ − y)(z − x)
G(x, y; z)d2xd2y

+ 2µ

∫

C

1

(z′ − x)3(z − x)
G(x; z)d2x− µγ

2

N∑

i=1

αi
z′ − zi

∫

C

1

(z′ − x)2(z − x)
G(x; z)d2x

+
µ2γ2

2

∫

C

∫

C

1

(z′ − y)(z − x)(z′ − x)2
G(x, y; z)d2xd2y.

Now, we use the identity

1

(z′ − y)(z − x)
(

1

(z′ − x)2
− 1

(z′ − z)2
) = − 1

(z′ − z)

1

(z′ − x)2(z′ − y)
− 1

(z′ − z)2
1

(z′ − x)(z′ − y)

to get

R3 = − 2µ

(z′ − z)2

∫

C

1

(z′ − x)(z − x)
G(x; z)d2x− µ2γ2

2

1

(z′ − z)

∫

C

∫

C

1

(z′ − x)2(z′ − y)
G(x, y; z)d2xd2y

+ 2µ

∫

C

1

(z′ − x)3(z − x)
G(x; z)d2x− µγ

2

N∑

i=1

αi
z′ − zi

∫

C

1

(z′ − x)2(z − x)
G(x; z)d2x

− µ2γ2

2

1

(z′ − z)2

∫

C

∫

C

1

(z′ − x)(z′ − y)
G(x, y; z)d2xd2y.

We use the following identity to get rid of the
∫
C

∫
C

1
(z′−x)2(z′−y)G(x, y; z)d

2xd2y term

2µ

z′ − z

∫

C

1

(z′ − x)3
G(x; z)d2x =

µγ

2

1

z′ − z

N∑

i=1

αi

∫

C

1

(z′ − x)2(x− zi)
G(x; z)d2x

− µ2γ2

2

1

z′ − z

∫

C

∫

C

1

(z′ − x)2(z′ − y)
G(x, y; z)d2xd2y

This leads to

R3 = − 2µ

(z′ − z)2

∫

C

1

(z′ − x)(z − x)
G(x; z)d2x− µγ

2

1

z′ − z

∑

i

αi

∫

C

1

(z′ − x)2(x− zi)
G(x; z)d2x

+ 2µ
1

z′ − z

∫

C

1

(z′ − x)2(z − x)
G(x; z)d2x− µγ

2

N∑

i=1

αi
z′ − zi

∫

C

1

(z′ − x)2(z − x)
G(x; z)d2x

− µ2γ2

2

1

(z′ − z)2

∫

C

∫

C

1

(z′ − x)(z′ − y)
G(x, y; z)d2xd2y.

Since

2µ
1

z′ − z

∫

C

1

(z′ − x)2(z − x)
G(x; z)d2x− 2µ

(z′ − z)2

∫

C

1

(z′ − x)(z − x)
G(x; z)d2x = − 2µ

(z′ − z)2

∫

C

1

(z′ − x)2
G(x; z)d2x

we finally get that

R3 = − 2µ

(z′ − z)2

∫

C

1

(z′ − x)2
G(x; z)d2x− µγ

2

1

z′ − z

N∑

i=1

αi

∫

C

1

(z′ − x)2(x− zi)
G(x; z)d2x

− µγ

2

N∑

i=1

αi
z′ − zi

∫

C

1

(z′ − x)2(z − x)
G(x; z)d2x− µ2γ2

2

1

(z′ − z)2

∫

C

∫

C

1

(z′ − x)(z′ − y)
G(x, y; z)d2xd2y.
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The key identity (3.11) gives us once again that

− 2µ

(z′ − z)2

∫

C

1

(z′ − x)2
G(x; z)d2x− µ2γ2

2

1

(z′ − z)2

∫

C

∫

C

1

(z′ − x)(z′ − y)
G(x, y; z)d2xd2y

= −µγ 1

(z′ − z)2

N∑

i=1

αi

∫

C

1

(z′ − x)(x − zi)
G(x; z)d2x.

This enables to simplify R3 and therefore at the end we get the following expression for R2 +R3

R2 +R3 =
µγ

2

1

(z′ − z)2

N∑

i=1

∫

C

(
αi

z′ − zi

1

z − x
+

αi
z − zi

1

z′ − x
)G(x; z)d2x

− µγ

2

1

z′ − z

N∑

i=1

αi

∫

C

1

(z′ − x)2(x− zi)
G(x; z)d2x− µγ

2

N∑

i=1

αi
z′ − zi

∫

C

1

(z′ − x)2(z − x)
G(x; z)d2x

− µγ
1

(z′ − z)2

N∑

i=1

αi

∫

C

1

(z′ − x)(x − zi)
G(x; z)d2x− µγ

2

N∑

i=1

αi
z − zi

1

(z′ − zi)2

∫

C

1

z′ − x
G(x; z)d2x.

In the above expression, by a tedious (but rather straightforward) computation, we can simplify the fractions
that appear in the integrands: this yields that

R2 +R3 =
µγ

(z′ − z)2

N∑

i=1

αi
z′ − zi

∫

C

1

zi − x
G(x; z)d2x+

µγ

2(z′ − z)

N∑

i=1

αi
(z′ − zi)2

∫

C

1

zi − x
G(x; z)d2x.

We can now get the final result by using identity (3.26). �

4.3. Holomorphic identity for BPZ. To prepare for the proof of Theorem 2.2, we will consider once
again the key identity (3.11) when one of the insertion points has weight − γ

2 and is evaluated at z. In order
to highlight the special role played by the insertion at point z, we will not use in this proof the shorthand
notation G for the correlations. Also, we will slightly change the definitions behind equality (3.11) by adding
in Aǫ the term in Bǫ which depends on the insertion −(γ2 , z). This leads to the following definitions:

Āǫ(z) = −
∫

C

1

(z − x)2

(
〈V− γ

2 ,ǫ
(z)Vγ,ǫ(x)

N∏

k=1

Vαk,ǫ(zk)〉ǫ − 1|x−z| 6 1〈V− γ
2 ,ǫ

(z)Vγ,ǫ(z)
N∏

k=1

Vαk,ǫ(zk)〉ǫ
)
d2x

+
γ2

4

∫

C

1

(z − x)

1

(z − x)ǫ
〈V− γ

2 ,ǫ
(z)Vγ,ǫ(x)

N∏

k=1

Vαk,ǫ(zk)〉ǫ d2x,(4.17)

B̄ǫ(z) =
γ

2

N∑

i=1

αi

∫

C

1

(z − x)

1

(x− zi)ǫ
〈V− γ

2 ,ǫ
(z)Vγ,ǫ(x)

N∏

k=1

Vαk,ǫ(zk)〉ǫ d2x,

(4.18)

C̄ǫ(z) = −µγ
2

4

∫

C

∫

C

x− y

(z − y)(z − x)

1

(x− y)ǫ
〈V− γ

2 ,ǫ
(z)Vγ,ǫ(x)Vγ,ǫ(y)

N∏

k=1

Vαk,ǫ(zk)〉ǫ d2xd2y.

(4.19)

In (4.17) we have written the Beurling transform for the smooth function directly without writing explicitly
the limiting procedure. Notice that the first integral in the definition of Āǫ is the sum of two terms and that
the contribution of the term involving 1|x−z| 6 1 . . . is null by isotropy. The key identity (3.11) now reads

(4.20) Āǫ(z) + B̄ǫ(z) + C̄ǫ(z) = 0.

The ǫ→ 0 limits are covered by the following Lemmas proven in Section 5:
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Lemma 4.2. The function x 7→ 1
(z−x)2 〈V− γ

2
(z)Vγ(x)

∏N
k=1 Vαk(zk)〉 is integrable and we have

lim
ǫ→0

Āǫ(z) = Ā(z) := (
γ2

4
− 1)

∫

C

1

(z − x)2
〈V− γ

2
(z)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x

uniformly on compact subsets of C \ {z1, · · · zn}.

Lemma 4.3. The function (x, y) 7→ 1
(z−y)(z−x)〈V− γ

2
(z)Vγ(x)Vγ(y)

∏N
k=1 Vαk(zk)〉 is integrable and

lim
ǫ→0

C̄ǫ(z) = C̄(z) := −µγ
2

4

∫

C

1

(z − y)(z − x)
〈V− γ

2
(z)Vγ(x)Vγ(y)

N∏

k=1

Vαk(zk)〉d2xd2y

uniformly on compact subsets of C \ {z1, · · · zn}.

We can now take the limit in (4.20): this yields for all z ∈ C \ {z1, · · · zn}

(4.21) Ā(z) + B̄(z) + C̄(z) = 0

where Ā, C̄ have been defined in the previous two lemmas and B̄ is given by the following expression
(4.22)

B̄(z) =
γ

2

N∑

i=1

αi
z − zi

(

∫

C

1

z − x
〈V− γ

2
(z)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x−
∫

C

1

zi − x
〈V− γ

2
(z)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x)

where recall that

∫

C

1

zi − x
〈V− γ

2
(z)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x = lim
ǫ→0

∫

C

1

(zi − x)ǫ,ǫ
〈V− γ

2 ,ǫ
(z)Vγ,ǫ(x)

N∏

k=1

Vαk,ǫ(zk)〉ǫd2x

and that the above limit exists by lemma 3.5. Also recall that by lemma 3.5 we get

∂zi〈V− γ
2
(z)

N∏

k=1

Vαk(zk)〉 =
γαi
4

1

zi − z
− 1

2

N∑

j;j 6=i

αiαj
zi − zj

〈V− γ
2
(z)

N∏

k=1

Vαk(zk)〉

+
µγαi
2

∫

C

1

zi − x
〈V− γ

2
(z)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x.(4.23)

4.4. Proof of Theorem 2.2. From eq. (3.26) we get for z ∈ C \ {z1, · · · zn}

∂z〈V− γ
2
(z)

N∏

k=1

Vαk(zk)〉 = F1(z)−
µγ2

4
F2(z)(4.24)

with

F1(z) :=
γ

4

N∑

i=1

αi
(z − zi)

〈V− γ
2
(z)

N∏

k=1

Vαk(zk)〉,

F2(z) :=

∫

C

1

z − x
〈V− γ

2
(z)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x
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F1 is C1 in C \ {z1, · · · zn} and using (3.26) its derivative is given by

∂zF1(z) = −γ
4

N∑

i=1

αi
(z − zi)2

〈V− γ
2
(z)

N∏

k=1

Vαk(zk)〉,

+
γ2

16

N∑

i,j=1

αiαj
(z − zi)(z − zj)

〈V− γ
2
(z)

N∏

k=1

Vαk (zk)〉

− µγ3

16

N∑

i=1

αi
(z − zi)

∫

C

1

z − x
〈V− γ

2
(z)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x.

Let

F2,ǫ(z) =

∫

C

1

(z − x)ǫ,ǫ
〈V− γ

2 ,ǫ
(z)Vγ,ǫ(x)

N∏

k=1

Vαk,ǫ(zk)〉ǫd2x

Then F2,ǫ and ∂zF2,ǫ converge to F2 and ∂zF2 uniformly in compact subsets of C\{z1, · · · zn}. Differentiating
and using (3.7) we obtain

∂zF2,ǫ(z) =

∫

C

∂z
1

(z − x)ǫ,ǫ
〈V− γ

2 ,ǫ
(z)Vγ,ǫ(x)

N∏

k=1

Vαk,ǫ(zk)〉ǫd2x

+
γ2

4

∫

C

(
1

(z − x)ǫ,ǫ
)2〈V− γ

2 ,ǫ
(z)Vγ,ǫ(x)

N∏

k=1

Vαk,ǫ(zk)〉ǫd2x

+
γ

4

N∑

i=1

αi
(z − zi)ǫ,ǫ

∫

C

1

(z − x)ǫ,ǫ
〈V− γ

2 ,ǫ
(z)Vγ,ǫ(x)

N∏

k=1

Vαk,ǫ(zk)〉ǫd2x

− µγ2

4

∫

C

∫

C

1

(z − y)ǫ,ǫ

1

(z − x)ǫ,ǫ
〈V− γ

2 ,ǫ
(z)Vγ,ǫ(x)Vγ,ǫ(y)

N∏

k=1

Vαk,ǫ(zk)〉ǫd2xd2y.

In the same way as in Lemmas 4.2 and 4.3 we get

lim
ǫ→0

∂zF2,ǫ(z) = Ā(z) + C̄(z) +
γ

4

N∑

i=1

αi
z − zi

∫

C

1

z − x
〈V− γ

2
(z)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x.

In conclusion, we get the following for z ∈ C \ {z1, · · · zn}:

4

γ2
∂2zz〈V− γ

2
(z)

N∏

k=1

Vαk(zk)〉

= − 1

γ

N∑

i=1

αi
(z − zi)2

〈V− γ
2
(z)

N∏

k=1

Vαk(zk)〉+
1

4

N∑

i,j=1

αiαj
(z − zi)(z − zj)

〈V− γ
2
(z)

N∏

k=1

Vαk(zk)〉

− µγ

2

N∑

i=1

αi
z − zi

∫

C

1

z − x
〈V− γ

2
(z)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x− µ(Ā(z) + C̄(z))

Now using −µ(Ā(z)+ C̄(z)) = µB̄(z) and recalling (4.22) and (4.23) and collecting terms the BPZ equation
holds.

The case χ = − 2
γ goes along the same lines.The key identity (4.21) in the case χ = − 2

γ becomes

µ

∫

C

∫

C

1

(z − x)(z − y)
〈V− 2

γ
(z)Vγ(x)Vγ(y)

N∏

k=1

Vαk(zk)〉d2xd2y

=
2

γ

N∑

i=1

αi
z − zi

(

∫

C

1

zi − x
〈V− γ

2
(z)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x−
∫

C

1

z − x
〈V− γ

2
(z)Vγ(x)

N∏

k=1

Vαk(zk)〉d2x).
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We leave the details to the reader. �

4.5. Proof of Theorem 2.3. Combining (2.14) with (2.24) we get the following expression for the three
point structure constant:

Cγ(α1, α2, α3) = B(α1, α2, α3)µ
−sγ−1Γ(s)E(ρ(α1, α2, α3)

−s)

where

ρ(α1, α2, α3) = e
χγ2

2

∫

C

eγX(x)−γ2

2 E[X(x)2] 1

|x|γα1 |x− 1|γα2
ĝ(x)1−

γ
4

∑3
k=1 αkd2x.

where s = α1+α2+α3−2Q
γ and B(α1, α2, α3) is given by (2.15). Similarly, the function G defined in (2.25)

becomes

G(z) = |z|
γα1
2 |z − 1|

γα2
2 T (z)

where T (z) is given by

T (z) = B(− γ

2
, α1, α2, α3)µ

−s+ 1
2 γ−1Γ(s− 1

2
)E[R(z)

1
2−s](4.25)

and

(4.26) R(z) = e
χγ2

2

∫

C

eγX(x)−γ2

2 E[X(x)2] |x− z| γ
2

2

|x|γα1 |x− 1|γα2
ĝ(x)1+

γ2

8 −γ
4

∑3
k=1 αkd2x.

The function T is positive and C2 on C \ {0, 1}. Note also that

(4.27) T (0) = Cγ(α1 − γ

2
, α2, α3).

The BPZ equation applied to the expression (2.23) yields the following equation for G

4

γ2
∂2zG(z)− (

1

z
+

1

z − 1
)∂zG(z) +

(
∆1

z2
+

∆2

(z − 1)2
+

∆3 −∆2 −∆1 −∆− γ
2

z(z − 1)

)
G(z) = 0.

and, after a bit of calculus, we see that the function T is a solution of a PDE version of the Gauss hyper-
geometric equation

(4.28) ∂2zT (z) +
(c− z(a+ b+ 1))

z(1− z)
∂zT (z)− ab

z(1− z)
T (z) = 0

where a, b, c are given by (2.27) and (2.28). In the Appendix we prove

Lemma 4.4. Let a, b, c be real parameters such that

(4.29) c ∈ R \ Z, c− a− b ∈ R \ Z
Then, every solution of equation (4.28) in C \ {0, 1} can be written as

T (z) = λ1|F−(z)|2 + λ2|F+(z)|2

where λ1, λ2 are related by the following relation

(4.30) λ1
Γ(c)2

Γ(c− a)Γ(c− b)Γ(a)Γ(b)
+ λ2

Γ(2− c)2

Γ(1− a)Γ(1 − b)Γ(a− c+ 1)Γ(b− c+ 1)
= 0

In particular, the solution space is one dimensional if one of the coefficients in front of the λi is non zero.

In order to determine λ1, λ2 we study T (z) near the origin. From the behaviour of F± we get

λ1|F−(z)|2 + λ2|F+(z)|2 = λ1 + λ2|z|2(1−c) + o(|z|2(1−c)).
On the other hand we have

Lemma 4.5. The function T (z) has the following expansion around z = 0

(4.31) T (z) = Cγ(α1−
γ

2
, α2, α3)−µ

π

l(− γ2

4 )l(γα1

2 )l(2 + γ2

4 − γα1

2 )
Cγ(α1+

γ

2
, α2, α3)|z|2(1−c)+o(|z|2(1−c)).
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Theorem 2.3 and Corollary 2.5 follow from Lemmas 4.4 and 4.5 under the condition (4.29). From (2.27)
and (2.28) we infer c = 1 + γ

2 (α1 −Q) and c − a− b = 1
2 (1 − α3). The function T is continuous in α1 and

α3. Therefore Theorem 2.3 and Corollary 2.5 hold in general.
Proof of Lemma 4.5. Recall that we suppose Q− 1

γ < α1 < Q− γ
2 . We have

E[R(z)
1
2−s]− E[R(0)

1
2−s] = (

1

2
− s)

∫ 1

0

E[(R(z)−R(0))Rt(z)
− 1

2−s]dt

where Rt(z) = tR(0) + (1 − t)R(z). Let D be the disc with centre at origin and radius 1
2 and insert

1 = 1D(x) + 1Dc(x) in the x-integral which defines R(z) via (4.26) so that R has associated decomposition

R(z) = RD(z) + RDc(z). If x ∈ Dc then |x| γ
2

2 −1 6 2|x| γ
2

2 ; hence, by considering the derivative of z 7→
|x− z| γ

2

2 we have for |z| small and all t in [0, 1] that

||x− z| γ
2

2 − |x| γ
2

2 |1Dc(x) 6 C|z|(t|x| γ
2

2 + (1 − t)|x− z| γ
2

2 )

so that
|RDc(z)−RDc(0)| 6 C|z|Rt(z)

and then
E[(RDc(z)−RDc(0))Rt(z)

− 1
2−s] 6 C|z|ERt(z)

1
2−s 6 C|z|

Notice that |z| = o(|z|2(1−c)) since 2(1− c) < 1 as a consequence of Q− 1
γ < α1. Now, we set

mz(u) =
|u− z| γ

2

2 − |u| γ
2

2

|u|γα1 |u− 1|γα2
ĝ(u)1+

γ2

8 −γ
4

∑3
k=1 αk

and

R(z, u) = e
χγ2

2

∫

C

eγX(x)−γ2

2 E[X(x)2] |x− z| γ
2

2

|x|γα1 |x− 1|γα2
eγ

2G(u,x)ĝ(x)1+
γ2

8 − γ
4

∑3
k=1 αkd2x.

Then, we have by Cameron-Martin’s transformation

E[(RD(z)−RD(0))Rt(z)
− 1

2−s] = e
χγ2

2

∫

D

mz(u)E[Rt(z, u)
− 1

2−s]d2u(4.32)

where Rt(z, u) = tR(0, u) + (1− t)R(z, u). By the change of variables u = |z|v we then get
∫

C

mz(u)1|u| 6 1
2
E[Rt(z, u)

− 1
2−s]d2u = |z|2+γ2

2 −γα1

∫

C

nz(v)1|v| 6 1
2|z|

E[Rt(z, v|z|)−
1
2−s]d2v(4.33)

with

nz(v) :=
|v − z

|z| |
γ2

2 − |v| γ
2

2

|v|γα1 |1− v|z||γα2
ĝ(|z|v)1+ γ2

8 − γ
4

∑3
k=1 αk .

We have then

nz(v)1|v| 6 1
2|z|

6 C sup
|w|=1

||v − w| γ
2

2 − |v| γ
2

2 |
|v|γα1

≡ k(v).

Since Q − 1
γ < α1 < Q − γ

2 , we have k ∈ L1(C). Combining this with (4.33) implies that we may apply

dominated convergence to conclude

lim
r→0

∫

C

nreiθ(v)1|v| 6 1
2r
E[Rt(re

iθ , vr)−
1
2−s]d2v =

∫

C

|v − eiθ| γ
2

2 − |v| γ
2

2

|v|γα1
lim
r→0

E[Rt(re
iθ , rv)−

1
2−s]d2v

Also, the following convergence holds almost surely

Rt(re
iθ , vr) →

r→0
eγ

2χe
χγ2

2

∫

C

eγX(x)−γ2

2 E[X(x)2] 1

|x|γ(α1+
γ
2 )|x− 1|γα2

ĝ(x)1−
γ2

8 − γ
4

∑3
k=1 αkd2x.

We conclude that

E(R(z))
1
2 −s = E(R(0))

1
2−s + (

1

2
− s)|z|2(1−c)e−γ2χsρ(α1 +

γ

2
, α2, α3)

∫

C

|v − 1| γ
2

2 − |v| γ
2

2

|v|γα1
d2v + o(|z|2(1−c)).
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Combining this with (4.25) and (4.27) we obtain the claim (4.31) since

e−γ
2χsB(− γ

2 , α1, α2, α3)

B(α1 +
γ
2 , α2, α3)

= 1

and

(4.34)

∫

C

|v − 1| γ
2

2 − |v| γ
2

2

|v|γα1
d2v =

π

l(− γ2

4 )l(γα1

2 )l(2 + γ2

4 − γα1

2 )

which is a consequence of formula (7.4) in the appendix. �

5. Estimates on the correlation functions

In this section, we state general estimates for the correlation functions when two or three insertion points
get close: these estimates are called fusion estimates in the physics literature. Using these estimates, we
prove Proposition 3.1 and 4.3. In the whole section Xǫ stands for the ǫ-regularization of the Free Field in
terms of circle average or mollification (it does not matter).

5.1. Fusion Estimates. Recall that we need to bound correlations of the form (3.1) where the points z

are fixed and non coinciding in a bounded region; in this context, the variables x1 and x2 may get together
or close to one of the zi and one must estimate the corresponding asymptotic of the correlation (3.1). Also,
we need to get decay as x1 or x2 goes to infinity. We fix a constant δ > 0 so that the quantity δ will measure
the minimal distance between the points not getting together and the quantity δ−1 the minimal distance
from the origin of the points going to infinity. The constants C in the bounds will be δ dependent and all
the weights α of the vertex operators satisfy α < Q.

We will first give general bounds in the propositions 5.1 and 5.3 below for correlations of the form

(5.1) 〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)

N∏

k=r+1

Vαk,ǫ(zk)〉ǫ

and

(5.2) 〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)Vβ3,ǫ(x3)

N∏

k=r+1

Vαk,ǫ(zk)〉ǫ

where r ∈ {0, 1}, β1, β2, β3 and the sequence (αi)r+1 6 i 6 N will satisfy certain conditions.
First let us consider correlation functions when two points x1 and x2 get together in a ball of radius δ−1.

Define for r ∈ {0, 1}
UN−r,δ = {zN−r = (zr+1, · · · , zN ) ∈ C

N−r | min
i6=j

|zi − zj | > δ}

and the corresponding set
ON−r,δ(zN−r) = C \ ∪Nk=r+1B(zk, δ)

Set
|z|ǫ := ǫ ∨ |z|.

Then we have the following fusion estimates:

Proposition 5.1. Let zN−r ∈ UN−r,δ and x1, x2 ∈ ON−r,δ(zN−r) with x1, x2, zr+1, . . . , zN ∈ B(0, δ−1).
Let the weights β1, β2, (αk)1+r 6 k 6 N satisfy

β1 + β2 > Q and
N∑

k=r+1

αk > Q or β1 + β2 < Q and β1 + β2 +
N∑

k=r+1

αk > 2Q.

Then
(5.3)

〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)
N∏

k=r+1

Vαk,ǫ(zk)〉ǫ 6 Cδ ĝ(zr+1)
∆α2 |x1 − x2|

2∆(β1+β2)∧Q−2∆β1−2∆β2
ǫ | ln(|x1 − x2|ǫ)|−cβ1,β2
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where cβ1,β2 = 3
2 if β1 + β2 > Q, cβ1,β2 = 1

2 if β1 + β2 = Q and cβ1,β2 = 0 if β1 + β2 < Q.

Remark 5.2. With a bit of work, one could turn inequality (5.3) into a precise asymptotics as |x1−x2| → 0
with x1 fixed say. Estimate (5.3) is consistent with the physicist’s discussion of fusion rules in LCFT. The
fusion rules in CFT describe the singularity of correlation functions as two primary field insertion points
x1, x2 come together. The asymptotics is supposed to be given by the following rule as |x1 − x2| → 0 with x1
fixed

Vβ1(x1)Vβ2(x2) ∼
∑

β3

|x1 − x2|2∆β3−2∆β1−2∆β2Vβ3(x1).

In LCFT if β1 + β2 < Q, it is expected that the leading singularity is given by that β3 which occurs in
the sum with the largest conformal weight ∆β3 , which turns out to be given by β3 = β1 + β2 and this is
consistent with what we prove. If β1 + β2 > Q the leading asymptotics is believed to involve an integral over

P ∈ R with β3 = Q + iP . This leads to the logarithmic corrections | ln(|x1 − x2|)|−
1
2 for β1 + β2 = Q and

| ln(|x1 − x2|)|−
3
2 for β1 + β2 > Q exactly as we prove.

Next we merge three vertex operators. Note that we need this only when all the insertions are in a
bounded region. The next proposition reflects the above fusion rules: we first fuse the closest pair of points
and then the third point is fused to the result.

Proposition 5.3. Assume that x1, x2, x3 ∈ ON−r,δ(zN−r)∩B(0, δ−1) and let |x1−x2| 6 |x1−x3| 6 |x2−x3|.
Then

(a) If
∑N

k=r+1 αk > Q, β1 + β2 > Q and β3 > 0 then

〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)Vβ3,ǫ(x3)

N∏

k=r+1

Vαk,ǫ(zk)〉ǫ 6 Cδ|x1 − x2|
Q2

2 −2∆β1−2∆β2
ǫ |x1 − x3|−2∆β3

ǫ .

(b) If β3 +
∑N

k=r+1 αk > Q, β1 + β2 > Q and β3 < 0 then

〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)Vβ3,ǫ(x3)
N∏

k=r+1

Vαk,ǫ(zk)〉ǫ 6 Cδ|x1 − x2|
Q2

2 −2∆β1−2∆β2
ǫ |x2 − x3|−β3Q

ǫ .

(c) If
∑N

k=r+1 αk > Q, β1 + β2 < Q and β1 + β2 + β3 > Q then

〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)Vβ3,ǫ(x3)

N∏

k=r+1

Vαk,ǫ(zk)〉ǫ 6 Cδ|x1 − x2|−β1β2
ǫ |x1 − x3|

1
2 (β1+β2+β3−Q)2−β1β3

ǫ |x2 − x3|−β2β3
ǫ .

(d) If
∑3
k=1 βk +

∑N
k=r+1 αk > 2Q β1 + β2 < Q and β1 + β2 + β3 < Q then

〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)Vβ3,ǫ(x3)

N∏

k=r+1

Vαk,ǫ(zk)〉ǫ 6 Cδ|x1 − x2|−β1β2
ǫ |x1 − x3|−β1β3

ǫ |x2 − x3|−β2β3
ǫ .

Remark 5.4. In the above proposition we did not bother proving optimal bounds in the sense that we did
not focus on the logarithmic corrections. We believe that the power law we get is sharp.

Now we focus on the behaviour of the correlation functions close to ∞. First, we have for one point
tending to infinity:

Proposition 5.5. Let the weights satisfy
∑N
k=r+1 αk > 2Q. Let zN−r ∈ UN−r,δ and zk ∈ B(0, δ−1) for all

k. Let x ∈ B(0, δ−1)c ∩ON−r,δ(zN−r). Then

〈Vγ,ǫ(x)
N∏

k=r+1

Vαk,ǫ(zk)〉ĝ,ǫ 6 Cδ|x|−4.

and then for two points fusing near ∞:
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Proposition 5.6. Let zN−r ∈ UN−r,δ and zk ∈ B(0, δ−1) for all k. Let x1, x2 ∈ B(0, δ−1)c∩ON−r,δ(zN−r).
Let the weights β1, β2, (αk)1+r 6 k 6 N satisfy

(1) either β1 + β2 > Q and
∑N

k=r+1 αk > Q then

〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)

N∏

k=r+1

Vαk,ǫ(zk)〉ǫ 6 Cδ|x1|−4∆β1 |x2|−4∆β2 1 ∨
( |x1x2|
|x1 − x2|ǫ

)2∆β1+2∆β2−
1
2Q

2

.

(2) or β1 + β2 < Q and β1 + β2 +
∑N

k=r+1 αk > 2Q then

〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)
N∏

k=r+1

Vαk,ǫ(zk)〉ǫ 6 Cδ|x1|−4∆β1 |x2|−4∆β21 ∨
( |x1x2|
|x1 − x2|ǫ

)β1β2
.

Now, from these propositions, we deduce:

5.2. Proof of Proposition 3.1. Let us start by studying Ḡ(x; z). Proposition 5.5 with r = 0 ensures
integrability of (1 + | ln |x− zi||)kḠ(x; z) around infinity for all k and all i. Consider next local integrability
near the insertion with weight α1 at z1 (the other insertions with weight αi at point zi can be dealt with
similarly). We claim that for zN−1 ∈ UN−1,δ ∩B(0, δ−1)N−1 and x, z1 ∈ B(0, δ−1) ∩ON−1,δ(zN−1)

(5.4) Ḡ(x; z) 6 Cδ|x− z1|−2+ζ

with ζ > 0. Let first γ + α1 > Q. Then proposition 5.1 with r = 1 and β1 = γ, β2 = α1 gives ζ =
2 + 2∆Q − 2∆γ − 2∆α1 = 1

2 (Q − α1)
2 > 0 since α1 < Q. If γ + α1 6 Q, proposition 5.1 (with r = 1 and

β1 = γ, β2 = α1) gives ζ = 2 + 2∆γ+α1 − 2∆γ − 2∆α1 = 2− α1γ > 0.
We now consider Ḡ(x, y; z). The claim (c) along with integrability in the region x ∈ ON,δ(z), y ∈ ON,δ(z)

c

follows from the same methods as the study of Ḡ(x; z). We are thus left with the case where both x and y
are close to one insertion point, say z1 and the case where both x and y are outside a large ball.

Let us start with the case when x, y are close to an insertion place, say z1. We consider only the case
when α1 > 0 since the case α1 < 0 is less singular. By the symmetry in exchanging x and y we have three
cases to consider when applying proposition 5.3 with r = 1 and {β1, β2, β3} = {γ, α1}:

• |x− y| 6 |x− z1| 6 |y − z1|:

Ḡ(x, y; z) 6





Cδ|x− y|Q
2

2 −4|x− z1|−2∆α1 , if 2γ + α1 > Q and 2γ > Q,

Cδ|x− y|−γ2 |x− z1|
1
2Q

2−2∆α1−2, if 2γ + α1 > Q and 2γ < Q,

Cδ|x− y|−γ2 |x− z1|−2α1γ , if 2γ + α1 < Q and 2γ < Q

.

To discuss local integrability, consider the first case. Suppose first ∆α1 < 1. Then |x − z1|−2∆α1 is locally
integrable and since Q2 > 4 we get that Ḡ(x, y; z)|x − y]−ξ is locally integrable for some ξ > 0. If ∆α1 > 1
then ∫

|x− y|Q
2

2 −4−ξ|x− z1|−2∆α1 1|x−y| 6 |x−z1|1|x−z1|,|y−z1|<1dxdy 6

C

∫
|u|Q

2

2 −2−ξ−2∆α11|u|<2du = C

∫
|u|−2+ 1

2 (Q−αi)
2−ξ1|u|<2du <∞

for some ξ > 0. For the two other cases the two factors are separately integrable.

• |x− z1| 6 |y − z1| 6 |x− y| :

Ḡ(x, y; z) 6






Cδ|x− z1|
Q2

2 −2−2∆α1 |y − z1|−2, if 2γ + α1 > Q and γ + α1 > Q,

Cδ|x− z1|−γα1 |y − z1|
Q2

2 −2∆α1−4+γα1 , if 2γ + α1 > Q and γ + α1 < Q,
Cδ|x− z1|−γα1 |y − z1|−γ(α1+γ), if 2γ + α1 < Q and γ + α1 < Q.

For integrability use Q2

2 − 2∆α1 = 1
2 (Q − αi)

2 > 0 in the first case and γ(α1 + γ) < γ(Q − γ) = 2 − 1
2 γ

2

in the last case. For the second case, if Q2

2 − 2∆α1 − 4 + γα1 < −2, integrating over that factor produces

|x− z1|
Q2

2 −2∆α1−2 which is integrable.
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• |x− z1| 6 |x− y| 6 |y − z1|:

Ḡ(x, y; z) 6





Cδ|x− z1|
Q2

2 −2−2∆α1 |x− y|−2, if 2γ + α1 > Q and γ + α1 > Q,

Cδ|x− z1|−γα1 |x− y|Q
2

2 −4−2△α1+γα1 , if 2γ + α1 > Q, γ + α1 < Q,

Cδ|x− z1|−α1γ |x− y|−γ(γ+α1), if 2γ + α1 < Q and γ + α1 < Q.

Local integrablity follows as in the previous case.
Finally, let |x|, |y| > 1

δ , we use Proposition 5.6 with r = 0 and β1 = β2 = γ. Since ∆γ = 1 it is readily
seen that

Ḡ(x, y; z) 6 Cδ|xy|−2−ζ |x− y|−2+η

for ζ, η > 0 whereby the bounds in Proposition 3.1 follow. �

5.3. Hölder estimates. Now we turn to the Hölder estimates for the correlation functions. We define, for
ǫ > 0 the functions

Fǫ(x, z) = 〈Vγ,ǫ(x)V− γ
2 ,ǫ

(z)

N∏

k=1

Vαi,ǫ(zi)〉ǫ,

F̄ǫ(x, z) = 〈Vγ,ǫ(x)V− 2
γ ,ǫ

(z)

N∏

k=1

Vαi,ǫ(zi)〉ǫ.

By the definition (2.10)

Fǫ(z, z) = (Aǫ)
γ2

2 〈V γ
2 ,ǫ

(z)
N∏

k=1

Vαi,ǫ(zi)〉ǫ

and

F̄ǫ(z, z) = (Aǫ)2〈Vγ− 2
γ ,ǫ

(z)

N∏

k=1

Vαi,ǫ(zi)〉ǫ.

Let F(x, z) = limǫ→0 Fǫ(x, z) and F̄(x, z) = limǫ→0 F̄ǫ(x, z) which are defined and continuous in (x, z) ∈ (C\
∪zi)2 \D where D is the diagonal {(z, z)|z ∈ C} ⊂ C2. By Proposition 5.1 with r = 0 and β1 = γ, β2 = − γ

2

we have for all x, z ∈ B(0, δ−1) ∩ON,δ(z)

(5.5) |F(x, z)| 6 Cδ|x− z| γ
2

2 , |F̄(x, z)| 6 Cδ|x− z|2

and thus the functions F and F̄ extend continuously to (C\∪Nk=1zk)
2 by setting F(z, z) = limǫ→0 Fǫ(z, z) = 0

and F̄(z, z) = limǫ→0 F̄ǫ(z, z) = 0.
We have the following bound for Fǫ:

Proposition 5.7. For any δ > 0, there exists a constant Cδ > 0 s.t. for all x, z ∈ B(0, δ−1) ∩ON,δ(z)

|Fǫ(x, z)−Fǫ(z, z)| 6
{
Cδǫ

γ2

2 −1|x− z|, if |x− z| 6 ǫ

Cδ|x− z| γ
2

2 if |x− z| > ǫ
.

Similarly, we get the following:

Proposition 5.8. For any δ > 0, there exists a constant Cδ > 0 s.t. for all x, z ∈ B(0, δ−1) ∩ON,δ(z)

|F̄ǫ(x, z)− F̄ǫ(z, z)| 6
{
Cδǫ|x− z|, if |x− z| 6 ǫ
Cδ|x− z|2 if |x− z| > ǫ

.
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5.4. Proof of Lemma 4.2. The mapping x 7→ 1
(z−x)2F(x, z) is obviously continuous on C\{z, z1, . . . , zN}.

By Proposition 5.5, it is integrable near∞. Furthermore, it possesses singularities at the points {z, z1, . . . , zN}.
From Proposition 5.1 we infer a bound C|x − zi|−2+ζ with ζ > 0 near zi and from (5.5) we get a bound

C|x− z|−2+
γ2

2 near z. Hence integrability of Ā follows.
The uniform convergence of Āǫ(z) (defined in (4.17)) on compact sets K ⊂ C\{z1, . . . , zN} towards Ā(z)

follows now easily from these bounds and the corresponding convergence of Fǫ(x, z). Consider the first term
in the definition (4.17), call it aǫ(z). Let δ > 0 and define

(5.6) aǫ,δ(z) = −
∫

C

1

(z − x)2
(Fǫ(x, z)− 1|x−z| 6 1Fǫ(z, z))1δ(x) d2x

where 1δ is the indicator of the set {x : |x − z| > δ, |x| < δ−1, ∀i : |x − zi| > δ}. Since Fǫ(x, z) converges
uniformly on compacts in (C \ {z1, . . . , zN})2 ∩ {x 6= z} we infer that aǫ,δ(z) converges uniformly on K to
a limit a0,δ(z). From the above bounds on the function x→ Fǫ(x, z) near the points zi, ∞ and z we infer

sup
ǫ

|aǫ(z)− aǫ,δ(z)| 6 CKδ
b

uniformly onK with b > 0. Since δ was arbitrary the uniform convergence of aǫ(z) onK follows. Convergence
of the second term in (4.17) can be dealt with similarly.

�

5.5. Proof of Lemma 4.3. Let us first discuss the integrability of the mapping

(x, y) 7→ φǫ(x, y, z) :=
1

(z − x)(z − y)
〈V− γ

2 ,ǫ
(z)Vγ,ǫ(x)Vγ,ǫ(y)

N∏

k=1

Vαk,ǫ(zk)〉ǫ.

If x, y belong to a ball B(0, δ−1) then integrability in a neighborhood of the diagonal and away from
the points {(w,w);w ∈ {z, z1, . . . , zN)} results from Proposition 5.1 (with N + 1 insertions at z, z1, . . . , zN
instead of N insertions). We let the reader check this point (distinguish the cases 2γ > Q, 2γ = Q and
2γ < Q). Integrability when x and/or y approach ∞ results from Propositions 5.5 and 5.6.

We are left with the case when both x and y get close to z. This situation is described by Proposition
5.3. We proceed as in the proof of Proposition 3.1 but this time paying attention to the fact that one weight
is negative. There are once again two cases depending on 2γ > Q or 2γ < Q. The most intricate is the case
2γ > Q and this is the only case that we will discuss. Proposition 5.3 with r = 0 and {β1, β2, β3} = {γ,− γ

2 }
thus gives:

• |x− y| 6 |x− z| 6 |y − z| :

|φǫ(x, y, z)| 6 Cδ|x− y|−4+Q2

2
ǫ

|y − z|1+
γ2

4
ǫ

|x− z||y − z|

• |x− z| 6 |y − z| 6 |x− y|:

|φǫ(x, y, z)| 6 Cδ
|x− y|−γ2

ǫ

|x− z||y − z|

{
|y − z|γ

2+ (Q−3γ/2)2

2
ǫ , if 3γ/2 > Q,

|y − z|γ2

ǫ , if 3γ/2 < Q.
.

• |x− z| 6 |x− y| 6 |y − z|:

|φǫ(x, y, z)| 6





Cδ
|x−z|

γ2

2
ǫ

|x−z| |x− y|−γ2+ (Q−3γ/2)2

2
(ǫ+|y−z|)

γ2

2

|y−z| , if 3γ/2 > Q,

Cδ
|x−z|

γ2

2
ǫ

|x−z| (ǫ+ |x− y|)−γ2 |y−z|
γ2

2
ǫ

|y−z| , if 3γ/2 < Q.

Integrability of supǫ |φǫ(x, y, z)| is now readily checked.
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In the same way, for the − 2
γ -insertion, i.e. when considering the mapping

(x, y) 7→ ψǫ(x, y, z) :=
1

(z − x)(z − y)
〈V− 2

γ ,ǫ
(z)Vγ,ǫ(x)Vγ,ǫ(y)

N∏

k=1

Vαk,ǫ(zk)〉ĝ,ǫ,

we get the following bounds:

• |x− y| 6 |x− z| 6 |y − z|:

|ψǫ(x, y, z)| 6 Cδ|x− y|−4+Q2

2
ǫ

|x− z|
4
γ2

−1

ǫ

|x− z|
|y − z|2ǫ
|y − z| ,

• |x− z| 6 |y − z| 6 |x− y|:

|ψǫ(x, y, z)| 6





Cδ
|x−z|2ǫ
|x−z|

|y−z|
2+1

2 (Q−2γ+ 2
γ

)2

ǫ

|y−z| (|x− y|ǫ)−γ
2

, if 2γ − 2
γ > Q,

Cδ
|x−z|2ǫ
|x−z|

|y−z|2ǫ
|y−z| |x− y|−γ2

ǫ , if 3γ/2 < Q.
.

• |x− z| 6 |x− y| 6 |y − z|:

|ψǫ(x, y, z)| 6





Cδ
|x−z|

γ2

2
ǫ

|x−z| |x− y|−γ
2+

(Q−2γ+ 2
γ

)2

2
ǫ

|y−z|
γ2

2
ǫ

|y−z| , if 2γ − 2
γ > Q,

Cδ
|x−z|2ǫ
|x−z| |x− y|−γ2

ǫ
|y−z|2ǫ
|y−z| , if 2γ − 2

γ < Q.

Again, integrability follows. �

6. Proof of Fusion Estimates

6.1. Regularized correlations and Proof of Lemma 3.2. The regularized version of (2.14) reads

(6.1) Gǫ(z) = B(ααα)e
∑N
j<k αjαkCǫ(zj−zk)µ−sγ−1Γ(s)E(Zǫ(z)

−s)

where

(6.2) Zǫ(z) = (Aǫ)
γ2

2

∫

C

eγ
∑N
k=1 αkCǫ(x−zk)ĝǫ(x)

− γ2

4 seγXǫ(x)d2x,

Cǫ(z) = (ln 1
|z|)ǫ,ǫ, ln ĝǫ = ρǫ ∗ ln ĝ and s = (

∑N
k=1 αk − 2Q)/γ. We have the estimate

ln |x|ǫ−1 − C 6 Cǫ(x) 6 ln |x|ǫ−1
+ C

where C is uniform in ǫ and |x|ǫ := |x| ∨ ǫ. Moreover ‖∂nxGǫ‖∞ < ∞ if ǫ > 0. From this we deduce the
smoothness of the correlations if ǫ > 0 claimed in Proposition 3.1 (a).

Proof of Lemma 3.2. From the expression (6.1), it suffices to prove EZǫ(z+ y)−s = EZǫ(z)
−s. We have

Zǫ(z+ y) = (Aǫ)
γ2

2

∫

C

N∏

k=1

eγαkCǫ(x−zk)ĝǫ(x+ y)−
γ2

4 seγXǫ(x+y)d2x.

Now X(·+ y) is equal in law to X(·)−my(X) where my(X) := 1
4π

∫
C
X(x)ĝ(x+ y)d2x. Hence, making the

change of variables x 7→ x+ y in the integral, we get

EZǫ(z+ y)−s = Eeγsmy(X)
(
(Aǫ)

γ2

2

∫

C

N∏

k=1

eγαkCǫ(x−zk)ĝǫ(x+ y)−
γ2

4 seγXǫ(x)d2x
)−s

By the Girsanov theorem this equals

EZǫ(z + y)−s = eDE((Aǫ)
γ2

2

∫

C

N∏

k=1

eγαkGǫ(x−zk)ĝǫ(x+ y)−
γ2

4 seγ
2s ρǫ∗h(x)eγXǫ(x)d2x)−s

where D is the variance of the Girsanov transform, namely

D :=
1

2
γ2s2(4π)−2

∫

C

∫

C

G(u, v)ĝ(u+ y)ĝ(v + y)d2ud2v,
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and h the shift, i.e.

h(x) = (4π)−1

∫

C

G(x, u)ĝ(u+ y)d2u.

It is proved in [14, proof of theorems 3.5 and 3.7] that h(x) = 1
4 (ln

ĝ(x+y)
ĝ(x) −

∫
C
ln ĝ(u+y)

ĝ(u) ĝ(u)d2u) so that

ρǫ ∗ h(x) = 1
4 (ln

ĝǫ(x+y)
ĝǫ(x)

−
∫
ln ĝ(u+y)

ĝ(u) ĝ(u)d2u) and then

EZǫ(z+ y)−s = eD+γ2s2
∫
ln ĝ(u+y)

ĝ(u)
ĝ(u)d2u

E((Aǫ)
γ2

2

∫

C

N∏

k=1

eγαkCǫ(x−zl)ĝǫ(x)
− γ2

4 seγXǫ(x)d2x)−s

The claim follows from D = −γ2s2
∫
C
ln ĝ(u+y)

ĝ(u) ĝ(u)d2u, see again [14, proof of theorems 3.5 and 3.7]. �

6.2. Radial decomposition of the chaos measure. Here we prepare for the proof of the fusion estimates.
As the correlation functions are translationally invariant, we may assume that the points merge at 0. We
will use some decomposition of the correlation functions developed in [15], which we summarize now.

First, we want to trade the GFF X for a field that is more appropriate to a local analysis around 0. By
shifting the mean of the GFF X , we can replace the GFF X in (2.9) by the GFF X0 with vanishing mean
on the unit circle, i.e. the Gaussian distribution with covariance structure

(6.3) G0(x, y) = ln
1

|x− y| + ln |x|1{|x| > 1} + ln |y|1{|y| > 1}.

This covariance kernel is of exact log type in the ball B(0, 1), hence facilitates the analysis around 0.
Furthermore, we write G0,ǫ for the mollification (with ρǫ) of the kernel G0 with respect to both variables x
and y and we introduce the function

H̃(x) := ln |x|1{|x| > 1} − 1
4 ln ĝ(x),

which is bounded over C. H̃ǫ will stand for the mollification of H̃ with respect to ρǫ.
The regularized correlation functions then read

(6.4) 〈
N∏

k=1

Vαk,ǫ(zk)〉ǫ = Kǫ(z)µ
−sΓ(s)γ−1

E
[( ∫

C

eγH
0
ǫ dM0

γ,ǫ

)−s]

where

(6.5) H0
ǫ (x) = H̃ǫ(x) +

∑

k

αkG0,ǫ(zk, x)

(6.6) Kǫ(z) = 4eχ
(
Q2+

∑
k

α2
k

2

)
e
∑
k,k′ αkαk′G0,ǫ(zk,zk′)+

∑
k αkH̃ǫ(zk)

( N∏

k=1

ĝ(zk)
△αk

)
(1 + o(1)),

with o(1) uniform on C as ǫ→ 0, and the regularized potential is given by

M0
γ,ǫ(d

2x) :=(Aǫ)
γ2

2 eγ(X0,ǫ(x)+
Q
2 ln ĝǫ(x)) d2x

M0
γ (d

2x) := lim
ǫ→0

M0
γ,ǫ(d

2x)

=A
γ2

2 eγX0(x)−
γ2

2 E[X2
0 (x)](|x| ∨ 1)γ

2

ĝ(x)
γQ
2 d2x.

We denote by Fη (η > 0) the sigma-algebra generated by the field X0 ”away from the disc B(0, η)”,
namely

(6.7) Fη = σ{X0(f); f smooth, supp(f) ∈ B(0, η)c}.
F∞ stands for the sigma algebra generated by

⋃
η>0 Fη.

The following radial decomposition of the field X0 will be useful for the analysis (this observation was
already made in [21]):
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Lemma 6.1. The field X0 may be decomposed (in the sense of distributions) as

(6.8) X0(z) = Xr(|z|) + Y (z)

where the centered Gaussian fields Xr, Y are independent have the following covariance

E[Y (z)Y (z′)] = ln
|z| ∨ |z′|
|z − z′| and E[Xr(|z|)Xr(|z′|)] = ln

1

|z| ∨ |z′| + ln |z|1{|z| > 1} + ln |z′|1{|z′| > 1}.

In particular, the process t 7→ Xr(e−t) evolves as a Brownian motion independent of F1.

Using the above lemma, we get the following decomposition of the chaos measure

M0
γ (d

2x) = cγ ĝ(x)|x|
γ2

2 eγX
r(|x|)Mγ(d

2x, Y )

where Mγ(d
2x, Y ) is the multiplicative chaos measure of the field Y with respect to the Lebesgue measure

(i.e. EMγ(d
2x, Y ) = d2x) and cγ := A

γ2

2 is a constant.
If z belongs to the unit disk D, we make change of variables z = e−s+iσ, s ∈ R+, σ ∈ [0, 2π) and let

µY (ds, dσ) be the multiplicative chaos measure of the field Y (e−s+iσ) with respect to the measure dsdσ.
We denote by xs the process

(6.9) s ∈ R+ → xs := Xr(e−s).

We arrive at the following useful ”radial” decomposition of the chaos measure:

Lemma 6.2. Let f ∈ C0(D). Then
∫

D

f(x)M0
γ (d

2x) = cγ

∫ ∞

0

∫ 2π

0

f(e−seiσ)eγxs−γQsĝ(e−s)µY (ds, dσ)

where µY (ds, dσ) is a measure independent of the whole process (xs)s > 0.

6.3. On the supremum of a drifted Brownian motion. With Lemma 6.2 in mind, we will start with
two elementary lemmas on Brownian motion with drift.

Lemma 6.3. Let B be a standard Brownian motion staring from 0.
1) For β, α > 0, we have

P( sup
u 6 t

Bu + αu 6 β) 6
e−

α2t
2

α2t3/2

√
2

π
βeαβ .

2) For β > 0, we have

P( sup
u 6 t

Bu 6 β) =

√
2

π

∫ β√
t

0

e−
u2

2 du 6

√
2

π

β√
t
.

Proof. The density of supu 6 t(Bu + αu) is explicit and one has (see [6] for example)

P( sup
u 6 t

Bu + αu 6 β) =
β√
2π

∫ ∞

t

e−
(β−αs)2

2s

s3/2
ds =

βeβα√
2π

∫ ∞

t

e−
β2

2s e−
α2s
2

s3/2
ds 6

e−
α2t
2

α2t3/2

√
2

π
βeαβ .

�

For the next lemma we fix some constants α, α̃ ∈ R and s > 0 and define for u > 0

(6.10) F (u) := αu+ α̃

∫ u

0

1[0,s](v) dv = αu+ α̃ u ∧ s.

Lemma 6.4. We have the following estimates for β > 0 and s < r:
1) if α > 0, α̃ > 0 then

P( sup
u∈[0,r]

(Bu + F (u)) 6 β) 6 e−
(α+α̃)2

2 s−α2

2 (r−s)e(α+α̃)β .

2) if α > 0, α̃ 6 0 then

P( sup
u∈[0,r]

(Bu + F (u)) 6 β) 6 e−
(α+α̃)2−α2−α̃2

2 s−α2

2 reαβ .
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Proof. Let us set f(u) = α+ α̃1[0,s](u). Using the Girsanov transform yields

P( sup
u∈[0,r]

(Bu + F (u)) 6 β) =E

[
e
∫ r
0
f(u) dBu−

1
2

∫ r
0
f(u)2 du1{supu∈[0,r] Bu 6 β}

]

=e−
(α+α̃)2

2 s−α2

2 (r−s)
E

[
eαBr+α̃Bs1{supu∈[0,r] Bu 6 β}

]
.(6.11)

1) follows then by using Br 6 β, Bs 6 β and for 2), we plug the following estimate into (6.11)

E

[
eαBr+α̃Bs1{supu∈[0,r] Bu 6 β}

]
6 eαβE

[
eα̃Bs1{supu∈[0,s] Bu 6 β}

]

=eαβ+
α̃2

2 sE

[
eα̃Bs−

α̃2

2 s1{supu∈[0,s] Bu 6 β}

]

=eαβ+
α̃2

2 sE

[
1{supu∈[0,s] Bu+α̃u 6 β}

]
6 eαβ+

α̃2

2 s.

�

6.4. Main technical lemma. We are now in position to state the main technical lemma of this section.
Let xu be the radial process (6.9) and set

yu = xu + F (u).

where the drift F (u) is defined in (6.10). Then

Lemma 6.5. Let q > 0, β > 0 and r > s and define

Er,β := E

[ 1{supu∈[0,r] yu∈[β−1;β]}( ∫ r
0

∫ 2π

0
eγys µY (ds, dσ)

)q
]
.

Then we have the following estimates depending on the values of the parameters α, α̃:

1) if α > 0 and α̃ = 0

Er,β 6 C(β + 1)e(α−qγ)βr−3/2e−
α2

2 r.

2) if α = α̃ = 0 then

Er,β 6 C(β + 1)e−qγβr−1/2.

3) if α > 0, α̃ > 0

Er,β 6 Ce(α+α̃−qγ)βe−
(α+α̃)2

2 s−α2

2 (r−s).

4) if α > 0, α̃ < 0 then

Er,β 6 Ce(α−qγ)βe−
(α+α̃)2−α2−α̃2

2 s−α2

2 r.

Proof. We introduce the stopping time

Tβ = inf{s > 0; yu > β − 1}.
Then

Er,β = E

[1{Tβ<r−1}1{supu∈[0,r] yu∈[β−1;β]}( ∫ r
0

∫ 2π

0
eγys µY (ds, dσ)

)q
]
+ E

[1{Tβ > r−1}1{supu∈[0,r] yu∈[β−1;β]}( ∫ r
0

∫ 2π

0
eγys µY (ds, dσ)

)q
]

6 E

[1{Tβ<r−1}1{supu∈[0,r] yu∈[β−1;β]}

eγqyTβ I(Tβ)q

]
+ E

[1{Tβ > r−1}1{supu∈[0,r] yu∈[β−1;β]}

eγqyr−1I(r − 1)q

]
=: A+B,

where we have set

I(a) =

∫ a+1

a

∫ 2π

0

eγ(ys−ya) µY (ds, dσ).

We only treat A because the same argument holds for B. Obviously,

A 6 e−qγ(β−1)
E

[
1{maxu∈[Tβ+1,r] yu−yTβ+1 6 β−yTβ+1}

1{Tβ+1<r}

I(Tβ)q

]
.(6.12)
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By the strong Markov property of the Brownian motion, we get

E

[
1{maxu∈[Tβ+1,r] yu−yTβ+1 6 β−yTβ+1}

1{Tβ+1<r}

I(Tβ)q

]
=E

[
1{Tβ+1<r}H(β − yTβ+1)E

[ 1

I(Tβ)q
|β − yTβ+1

]]

where we have set H(t) = E[1{maxu∈[Tβ+1,r] yu−yTβ+1 6 t}]. Now we use the estimate

(6.13) E[I(a)−q|ya+1 − ya] 6 C
(
e−γq(ya+1−ya) + 1

)
,

which has been proven [15, Lemma 6.1]. Denote Ft = σ{xu;u 6 t}. Conditionally on FTβ , the random vari-
able {yTβ+1−yTβ} is a Gaussian random variable with variance 1 and mean F (Tβ+1)−F (Tβ). Furthermore,
observe that the random variable F (Tβ + 1) − F (Tβ) is bounded, indeed |F (Tβ + 1) − F (Tβ)| 6 |α| + |α̃|.
Let us set c := |α|+ |α̃|. We deduce

A 6 Ce−qγβE
[
H(1−N + c)

(
e−qγN+qγc + 1

)]

where N is a centered standard Gaussian variable independent of everything. This can be estimated as

A 6 Ce−qγβE
[
1{maxu∈[0,r−1] yu 6 β+max(0,N+3c+1)}

(
e−qγN+qγc + 1

)]]
.

It suffices now to combine with the various items of Lemmas 6.3 and 6.4 depending on the values of α, α̃ to
complete the proof. �

6.5. Proof of Proposition 5.1. Let us denote by A(x, r) the annulus with center x, inner radius r < 1
and outer radius 1. Let A = A(x1, |x1 − x2|ǫ). From (6.4) and (6.6) we get

〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)
∏

k

Vαk,ǫ(zk)〉ǫ 6 C(δ)ĝ(z2)
∆α2 |x1 − x2|−β1β2

ǫ IA(6.14)

where q = (
∑
αi + β1 + β2 − 2Q)/γ and

IA = E

[( ∫

A

1

|x− x1|γβ1
ǫ |x− x2|γβ2

ǫ

M0
γ,ǫ(d

2x)
)−q]

.(6.15)

We have obtained a lower bound for the expectation in (6.4) by restricting the integral in the expectation
to A and then used the fact that the part of the integrand that we dropped is bounded from below by a δ
dependent constant, uniformly in ǫ if x ∈ A. Furthermore, for x ∈ A, we have |x− x2| 6 2|x− x1| so that

IA 6 C E

[( ∫

A

1

|x− x1|γ(β1+β2)
ǫ

M0
γ,ǫ(d

2x)
)−q]

.(6.16)

It is convenient at this point to work with the measure M0
γ instead of its regularization M0

γ,ǫ. We have

EX0,ǫ(u)X0,ǫ(v) 6 C + EX0X0(v)

where C is uniform in ǫ. Hence by Kahane convexity (6.16) holds if we replace M0
γ,ǫ by M

0
γ in this relation

(with a different constant C).
The expectation in the right-hand side of (6.16) may now be written in terms of the radial decomposition

of the chaos measure Lemma 6.2:

E

[( ∫

A

1

|x− x1|γ(β1+β2)
ǫ

M0
γ (d

2x)
)−q]

= E

[( ∫ − ln |x1−x2|ǫ

0

∫ 2π

0

eγys µY (ds, dσ)
)−q]

where

ys = xs + (β1 + β2 −Q)s.

Now we partition the probability space according to the values of the maximum of ys. Define

Mn =
{

max
s∈[0,− ln |x1−x2|ǫ]

ys ∈ [n− 1, n]
}
, n > 1,(6.17)

M0 =
{

max
s∈[0,− ln |x1−x2|ǫ]

ys 6 0
}
.(6.18)
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Then

IA 6 C
∑

n > 0

E

[
1Mn

( ∫ − ln |x1−x2|ǫ

0

∫ 2π

0

eγys µY (ds, dσ)
)−q]

:= C
∑

n > 0

An.(6.19)

By Lemma 6.5 item 1, with α = β1 + β2 −Q > 0, α̃ = 0, q =
β1+β2+

∑
i αi−2Q

γ and β = n, we deduce

An 6 C(n+ 1)e−(
∑
i αi−Q)n| ln |x1 − x2|ǫ|−3/2|x1 − x2|

(β1+β2−Q)2

2
ǫ .

Combining this with (6.19) and (6.14) we arrive at the claim since (β1+β2−Q)2

2 − β1β2 = 2(∆(β1+β2)∧Q −
∆β1 −∆β2) if β1 + β2 > Q.

For β1 + β2 = Q we use Lemma 6.5 2) and for β1 + β2 < Q IA is uniformly bounded in ǫ. �

6.6. Proof of Proposition 5.3. We proceed as in the previous section, starting with

〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)Vβ3,ǫ(x3)
∏

k

Vαk,ǫ(zk)〉ǫ 6 C(δ)|x1 − x2|−β1β2
ǫ |x1 − x3|−β1β3

ǫ |x2 − x3|−β2β3
ǫ IA(6.20)

where

q = (
∑

k

αk + β1 + β2 + β3 − 2Q)/γ(6.21)

and

IA = E

[( ∫

A

1

|x− x1|γβ1
ǫ |x− x2|γβ2

ǫ |x− x3|γβ3
ǫ

M0
γ (d

2x)
)−q]

.(6.22)

The choice of the region A will depend on the βi’s. We need to consider several cases.

1. β1 + β2 > Q, β3 > 0. We take A = A(x1, |x1 − x2|ǫ). Inserting the estimates, valid for x ∈ A,

(6.23) |x− x2|ǫ 6 2|x− x1|ǫ, |x− x3|ǫ 6 2|x1 − x3|ǫ1{|x−x1|ǫ 6 |x1−x3|ǫ + 2|x− x1|ǫ1{|x−x1|ǫ>|x1−x3|ǫ

into (6.20) and then use the polar decomposition of the chaos measure around 0 we deduce that the expec-
tation in the right-hand side of (6.20) is bounded by

IA 6 C
∑

n > 0

E

[
1Mn

( ∫ − ln |x1−x2|ǫ

0

∫ 2π

0

eγys µY (ds, dσ)
)−q]

:= C
∑

n > 0

An(6.24)

where ys is the process

ys = xs + (β1 + β2 −Q)s+ β3 s ∧ ln |x1 − x3|ǫ−1
(6.25)

and Mn is as in (6.17) and (6.18).
We can now apply item 3 of Lemma 6.5 with α = β1 + β2 − Q, α̃ = β3, β = n, r = ln |x1 − x2|−1

ǫ and
s = ln |x1 − x3|−1

ǫ and q as in (6.21) to bound

(6.26) An 6 Ce−n(
∑
i αi−Q)|x1 − x2|

(β1+β2−Q)2

2
ǫ |x1 − x3|

(β1+β2+β3−Q)2

2 −
(β1+β2−Q)2

2
ǫ .

Combining (6.20),(6.24) and (6.26) with |x2 − x3| > |x1 − x3| the claim follows.

2.
∑
i αi + β3 − Q > 0, β1 + β2 > Q, β3 < 0.We replace A in the previous case by the half annulus

A′ := A ∩ {x : arg( x−x1

x3−x1
) ∈ [π2 , 3π

2 ]}. This has the virtue that for x ∈ A′

C|x − x3|ǫ > |x1 − x3|ǫ1{|x−x1|ǫ 6 |x1−x3|ǫ} + |x− x1|ǫ1{|x−x1|ǫ>|x1−x3|ǫ}.

Then we apply Lemma 6.5 item 4 since α̃ = β3 < 0 to get

(6.27) An 6 Ce−n(
∑
i αi+β3−Q)|x1 − x2|

(β1+β2−Q)2

2
ǫ |x1 − x3|(β1+β2−Q)β3

ǫ .

The claim follows by using |x1 − x3| 6 |x2 − x3| and (β2 −Q)β3 > 0.
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3.
∑
i αi > Q, β1 + β2 < Q, β2 > 0 and β1 + β2 + β3 > Q. Now we take A = A(x3, |x3 − x1|). On A the

integrand in (6.22) is bounded by |x− x3|−γ(β1+β2+β3) and we arrive at

An 6 Ce−n(
∑
i αi−Q)|x1 − x3|

(β1+β2+β3−Q)2

2
ǫ .

4.
∑

i αi > Q, β1 + β2 < Q, β2 < 0 and β1 + β2 + β3 > Q. By taking A an appropriate half of the annulus
in 3. we can guarantee that C|x− x2| > |z − x3|. Then we may repeat the argument in 3.

5. β1 + β2 < Q, β1 + β2 + β3 < Q. Take A a fixed unit ball with distance at least 1 to {x1, x2, x3}. Then
IA 6 C and we get from (6.20) the desired bound.

We have listed all the possibilities so that the proof of Proposition 5.3 is complete. �

6.7. Proof of Propositions 5.7 and 5.8. Without loss of generality we can supoose that x = 0 and
|zi| > 2. From (6.1) we obtain

Fǫ(0, z) = Ce−
γ2

2 Gǫ(z)e−
γ
2

∑
k αkGǫ(z−zk)hǫ(z)(6.28)

with

hǫ(z) = E
[( ∫

e−
γ2

2 Gǫ(u−z)+γ
2Gǫ(u)rǫ(u)Mǫ(d

2u)
)−s]

Here s =
∑
αi + 1

2 γ − 2Q and rǫ(z) 6 C on |z| 6 1. Since hǫ(z) 6 C and

C−1|z|ǫ 6 e−Gǫ(z) 6 C|z|ǫ

we only need to consider the case |z| 6 ǫ. Set kǫ(z, u) = ∂ze
−γ2

2 Gǫ(u−z)+γ
2Gǫ(u). We compute

∂zhǫ(z) = −s
∫

|u| 6 1

kǫ(z, u)rǫ(u)E
[( ∫

e−
γ2

2 Gǫ(v−z)+γ
2Gǫ(v)+γ

2Gǫ(v−u)rǫ(v)Mǫ(d
2v)
)−s−1]

du

− sE

∫

|u| > 1

kǫ(z, u)rǫ(u)
( ∫

e−
γ2

2 Gǫ(v−z)+γ
2Gǫ(v)rǫ(v)Mǫ(d

2v)
)−s−1

Mǫ(d
2u)(6.29)

where in the first term we got rid of Mǫ(d
2u) by Girsanov transform. Now use

|∂zGǫ(u− z)| 6 C|u− z|−1
ǫ

whereby

|kǫ(z, u)| 6 Ce−
γ2

2 Gǫ(u−z)+γ
2Gǫ(u)

for |u| > 1, |z| 6 ǫ so that the second term in (6.29) is bounded by

E
[( ∫

|u| > 1

e−
γ2

2 Gǫ(v−z)+γ
2Gǫ(v)rǫ(v)Mǫ(d

2v)
)−s]

6 C.

In the first term the expectation is bounded by C and

|kǫ(z, u)| 6 C|u|−
γ2

2 −1
ǫ

since |z| 6 ǫ. We obtain then

|∂zhǫ(z)| 6 C(ǫ1−
γ2

2 + 1).

The second term in (6.28) satisfies

|∂ze−
γ
2

∑
i αiGǫ(z−zi)| 6 C

and the first term

|∂ze−
γ2

2 Gǫ(z)| 6 Cǫ
γ2

2 −1.

Altogether we get for |z| 6 ǫ

|Fǫ(0, z)−Fǫ(0, 0)| 6 Cǫ
γ2

2 −1|z|.
The proof of Proposition 5.8 is similar. �
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6.8. Proof of Proposition 5.5. From (2.14) we get

〈Vγ,ǫ(y)
∏

k

Vαk,ǫ(zk)〉ǫ 6 C(δ)|y|−γ
∑
αif(y)

where

f(y) = E
[ ∫

Aδ

eγX(x)−γ2

2 E[X(x)2] 1

|x− y|γ2

∏

l

1

|x− zl|γαl
ĝ(x)1−

γ
4

∑
l αld2x

]−
∑
αi+γ−2Q

γ

where Aδ is the annulus around origin with radi 2/δ and 3/δ. We get

lim
y→∞

|y|−γ(
∑
αi+γ−2Q)f(y) <∞

so that

〈Vγ,ǫ(y)
∏

k

Vαk,ǫ(zk)〉ǫ 6 C(δ)|y|γ2−2Qγ = C(δ)|y|−4.

�

6.9. Proof of Proposition 5.6. Let us assume that all the insertion points z1, . . . , zN are distinct from
0 (otherwise replace the Möbius transform z 7→ 1/z in what follows by z 7→ 1/(z − a) for some a distinct
from all the (zi)i).

The first step is to replace the regularized potential (2.5) in the regularized correlation functions (6.1) by
the limiting potential Mγ of (2.6). This can be done with the help of Kahane’s convexity inequalities (see
[36, Theorem 2.2]) as we have

EXǫ(u)Xǫ(v) 6 C + EX(u)X(v)

for some global constant C > 0 and all u, v ∈ C. Thus we have we have

〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)

N∏

k=r+1

Vαk,ǫ(zk)〉ǫ 6 C〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)

N∏

k=r+1

Vαk,ǫ(zk)〉.(6.30)

for some irrelevant constant C (which may change along lines). Möbius invariance of the Liouville field φ
(see [14, section 3.2]) gives

〈Vβ1,ǫ(x1)Vβ2,ǫ(x2)

N∏

k=r+1

Vαk,ǫ(zk)〉 = 〈V ψβ1,ǫ
(x1)V

ψ
β2,ǫ

(x2)

N∏

k=r+1

V ψαk,ǫ(zk)〉

where

V ψβ,ǫ(x) = (Aǫ)
β2

2 eβ((X◦ψ)ǫ(x)+ 1
2Q(ln ĝ◦ψ)ǫ(x)+Q(ln |ψ′|)ǫ+c).

As in (2.13) we get

(6.30) 6 C
( N∏

k=1

e2∆βk (ln |ψ′|)ǫ(xk)
)
e

1
2

∑
k 6=k′ βkβk′Gǫ(xk,xk′)E

[( ∫

C

eγ
∑
k βkG

ψ
ǫ (x,xk)Mγ(d

2x)
)−s]

(6.31)

where {β1, . . . , βN} := {β1, β2, αr+1, . . . , αn}, {x1, . . . , xN} = {x, y, zr+1 . . . , zn} and

Gψǫ (x, y) =

∫
G(x, v)ρǫ(y − 1

v
)
d2v

|v|4 .

Note that

lim
ǫ→0

Gψǫ (x, y) = G(x,
1

y
) x 6= 1

y
.

If x, 1/y belong to a ball B(0, R) for some R > 0 we have the estimate (for some R-dependent constant
CR > 0)

(6.32) Gψǫ (x, y) > ln
1∣∣x− 1

y

∣∣+ ǫCR2
− CR.
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Indeed, by applying Jensen inequality to − ln | · | and the triangle inequality, we get

Gψǫ (x, y) = −
∫

C

ln |x− 1

y + ǫu
| ρ(|u|2)d2u > − ln

(
|x− 1

y
|+
∫

C

|1
y
− 1

y + ǫu
| ρ(|u|2)d2u

)
.

Now, notice that
∫
| 1y − 1

y+ǫu | ρ(|u|2)du = ǫ
y

∫
| u
y+ǫu | ρ(|u|2)du 6 CǫR2.

Now we focus on the item 1 (items 2 and 3 are dealt with in the same way). In that case β1, β2 > 0. The
expectation in (6.31) is then bounded by

CδE
[( ∫

A

|z − 1

x1
|−γβ1|z − 1

x2
|−γβ2Mγ(dx)

)−s]

where the set A is given by A := {z ∈ C; | 1
x2

− 1
x1
|ǫ 6 |z − 1

x1
| 6 1}. We can then complete the proof as

done in the proof of Proposition 5.1. �

7. Appendix

7.1. Proof of Lemma 4.4. We start with an a’priori bound on the dimension of the set of solutions:

Lemma 7.1. The space of real solutions to equation (4.28) on C \ {0, 1} is at most four dimensional.

Proof. First observe that applying ∂2z̄ to (4.28) we see that T is a distributional solution of a linear PDE
with analytic coefficients in C \ {0, 1} whose highest degree symbol is ∆2 hence of an analytic hypoelliptic
system. Therefore, T is real analytic in C \ {0, 1}. Hence it suffices to bound the dimension of the solution
set locally, in any open subset of C \ {0, 1}.

Thus let T (x + iy) := u(x, y) be a real valued solution of (4.28) in a neighborhood of x0 ∈ R \ {0, 1}.
The real part of equation (4.28) reads:

(7.1) uxx − uyy + L1ux + L2uy + L3u = 0

where L1, L2, L3 are real analytic functions. This is a hyperbolic equation and hence u is determined in a
neighborhood of x0 by the data u0(x) = u(x, 0) and v0(x) = uy(x, 0). The imaginary part of (4.28) restricted
to R (recall that a, b, c are real) yields

−1

2
v′0(x) +

(c− x(a+ b + 1))

x(1 − x)
v0(x) = 0

Hence v0 lives in a space of dimension 1. We know want to show that given the data v0, the function u0
lives at most in a space of dimension 3. The imaginary part of (4.28) gives an equation

(7.2) uxy +M1ux +M2uy +M3u = 0

where M1,M2,M3 are real analytic. The y derivative of this equation can be written as

∂xuyy +N1uxy +N2uyy +N3ux +N4uy +N5u = 0.

Now, plug into this last equation uyy solved from (7.1) and uxy solved from (7.2). The resulting equation
evaluated at y = 0 yields an equation of the form

u
(3)
0 (x) + f1(x)u

(2)
0 (x) + f2(x)u

′
0(x) + f3(x)u0(x) = f4(x)

where the functions fi(x) can depend on v0(x) and its derivatives. The solution space of this equation is
three dimensional and hence, the space of real local solutions is four dimensional. Hence the set of global
solutions is at most four dimensional. �

Recall next the definitions (2.26). We have F− = F1 and F+ = z1−cF2 where F1 and F2 Gauss hyper-
geometric functions. The latter have an analytic continuation to C \ (1,∞) and they take real values on
the negative real axis. We define the function z1−c in the cut plane C \ (−∞, 0]. Then F± give two linearly
independent complex solutions to (4.28) on C \ {(−∞, 0] ∪ [1,∞)}. Hence

{|F±(z)|2, Re(F−(z)F+(z)), Im(F−(z)F+(z))}
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provide four linearly independent real solutions to (4.28) on the set C \ {(−∞, 0] ∪ [1,∞)}. Our task is to
inquire which of them extend to to the set C \ {0, 1}. For this we need to check continuity of the functions
and their derivatives at (−∞, 0) ∪ (1,∞).

Consider first continuity across the negative real axis. Obviously |F−|2 = |F1|2 and |F+|2 = |z|2−2c|F2|2
are continuos together with their derivatives. Next, we have

F−(z)F+(z) = z1−cF1(z)F2(z).

Recall z1−c was defined with a cut on R− i.e. for z = eiϕr with ϕ ∈ (−π, π) z1−c = e(1−c)iϕr1−c. Since Fi
are real on the negative real axis we conclude that Re(F−(z)F+(z)) is continuous but Im(F−(z)F+(z)) is
not. Next, consider the derivative H(z) := ∂y(F−(z)F+(z)). Since Fi(0) = 1 we obtain for small z

H(z) = (∂y(F1(z)F2(z))z
1−c + i(1− c)F1(z)F2(z)z

−c = i(1− c)z−c(1 +O(|z|))
Hence ReH is not continuous on R− near origin. Thus only the solutions |F±(z)|2 extend to C \ [1,∞).
Next we need to inquire about their continuity across [1,∞).

To do this we need to introduce another pair of hypergeometric functions:

G1(z) := 2F1(a, b, 1 + a+ b− c, 1− z), G2(z) := 2F1(c− a, c− b, 1 + c− a− b, 1− z).

Then G1 and (1 − z)c−a−bG2 are linearly independent solutions of eq. (4.28) on C \ (−∞, 1] and we have
the following relation for z ∈ C \ {(−∞, 0] ∪ [1,∞)} (see e.g. [34]):

F−(z) =
Γ(c)Γ(c− a− b)

Γ(c− a)Γ(c− b)
G1(z) +

Γ(c)Γ(a+ b− c)

Γ(a)Γ(b)
(1− z)c−a−bG2(z)

and

F+(z) =
Γ(2 − c)Γ(c− a− b)

Γ(1− a)Γ(1 − b)
G1(z) +

Γ(2− c)Γ(a+ b− c)

Γ(a− c+ 1)Γ(b− c+ 1)
(1− z)c−a−bG2(z).

Consider the linear combination K(z) := λ1|F−(z)|2 + λ2|F+(z)|2. This becomes in the other basis

K(z) = A|G1(z)|2 +B|1− z|2(c−a−b)|G2(z)|2 +DRe((1− z)c−a−bG1(z)G2(z))

with D given by

D = 2Γ(c−a−b)Γ(a+b−c)
(
λ1

Γ(c)2

Γ(c− a)Γ(c− b)Γ(a)Γ(b)
+ λ2

Γ(2− c)2

Γ(1 − a)Γ(1− b)Γ(a− c+ 1)Γ(b− c+ 1)

)
.

As in the case of H(z) above, studying ∂yK(z) for z close to 1 we conclude that if D 6= 0 then ∂yK(z) is
not continuous across (1,∞) near 1. For D = 0 K and its derivatives are continuous across (1,∞). Hence
the relation (4.30) follows. �

7.2. Proof of (4.34). We start from the formula
∫

R2

|z|2(α−1)|z − 1|2(β−1)dz =

(
Γ(α)Γ(β)

Γ(α+ β)

)2
sin(απ) sin(βπ)

sin((α+ β)π)

(see p. 504 in [22]) which holds for α, β > 0 and α+ β < 1. Using Γ(z)Γ(1− z) = π
sinπz this becomes

(7.3)

∫

R2

|z|2(α−1)|z − 1|2(β−1)dz = π
l(α)l(β)

l(α+ β)
= π

1

l(1− α)l(1− β)l(α+ β)
.

This formula can be analytically continued to get for α, β > 0 and 1 < α+ β < 3/2

(7.4)

∫

R2

|z|2(α−1)
(
|z − 1|2(β−1) − |z|2(β−1)

)
dz = π

1

l(1− α)l(1− β)l(α+ β)
.

Analytic continuation is a consequence of the following observation. Consider the function

F (α, β) :=

∫

R2

|z|2(α−1)
(
|z − 1|2(β−1) − 1{|z| > 1}|z|2(β−1)

)
dz − π

α+ β − 1
.

A simple check shows that it is analytic for α, β > 0 and α+ β ∈]0, 3/2[\{1}. Furthermore it coincides with
the integral in (7.3) for α, β > 0 and α+β < 1 and with the integral (7.4) for α, β > 0 and 1 < α+β < 3/2.
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7.3. A special function entering the DOZZ formula. Here, for the sake of completeness, we recall the
definition of Υ γ

2
which enters in an essential way the DOZZ formula (1.13). The function Υ γ

2
is defined for

0 < ℜ(z) < Q (recall that Q = 2
γ + γ

2 ) by the formula

lnΥ γ
2
(z) =

∫ ∞

0

((Q
2
− z
)2
e−t − (sinh((Q2 − z) t2 ))

2

sinh( tγ4 ) sinh(
t
γ )

)
dt

t

The function Υ γ
2
can be analytically continued to C and the zeros are simple and given by the discrete set

(− γ
2N− 2

γN) ∪ (Q+ γ
2N+ 2

γN): for more on the function Υ γ
2
and its properties, see the reviews [30, 34] for

instance.
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[27] Knizhnik, V.G., Polyakov, A.M., Zamolodchikov, A.B.: Fractal structure of 2D-quantum gravity, Modern Phys. Lett A,

3(8), 819-826 (1988).
[28] Kostov I.K., Petkova V.B.: Bulk correlation functions in 2D quantum gravity, Theoretical and mathematical physics 146

(1), 108-118 (2006).
[29] Kupiainen A., Rhodes R., Vargas V.: Liouville Reflection Relation and Asymptotics of a Thermal Particle in GFF Potential,

in preparation.
[30] Nakayama Y.: Liouville field theory: a decade after the revolution, Int.J.Mod.Phys. A 19, 2771-2930 (2004).
[31] Maulik D. Okounkov A.: Quantum Groups and Quantum Cohomology, arXiv:1211.1287.
[32] O’Raifeartaigh L., Pawlowski J.M., and Sreedhar V.V.: The Two-exponential Li- ouville Theory and the Uniqueness of

the Three-point Function, Physics Letters B 481 (2-4), 436-444 (2000).
[33] Polyakov A.M., Quantum geometry of bosonic strings, Phys. Lett. 103B 207 (1981).
[34] Ribault S.: Conformal Field theory on the plane, arXiv:1406.4290.

http://arxiv.org/abs/1410.7318
http://arxiv.org/abs/1506.01968
http://arxiv.org/abs/1409.7055


LOCAL CONFORMAL STRUCTURE OF LIOUVILLE QUANTUM GRAVITY 47

[35] Ribault S., Santachiara R.: Liouville theory with a central charge less than one, Journal of High Energy physics 8 109

(2015).
[36] Rhodes R., Vargas V.: Lecture notes on Gaussian multiplicative chaos and Liouville Quantum Gravity, arXiv:1602.07323.
[37] Seiberg N.: Notes on Quantum Liouville Theory and Quantum Gravity, Progress of Theoretical Physics, suppl. 102, 1990.
[38] Sheffield S.: Gaussian free fields for mathematicians, Probab. Th. Rel. Fields 139, 521-541 (2007).
[39] Smirnov S.: Conformal invariance in random cluster models. I. Holomorphic fermions in the Ising model, Annals of

mathematics 172, 1435-1467 (2010).
[40] Takhtajan L., Teo L.-P.: Quantum Liouville Theory in the Background Field Formalism I. Compact Riemann Surfaces,

Communications in mathematical physics 268 (1), 135-197 (2006).
[41] Takhtajan L., Zograf P.: Hyperbolic 2-spheres with conical singularities, accessory parameters and Kähler metrics on

M0,n, Transactions of the American mathematical society 355 (5), 1857-1867 (2002).
[42] Teschner J.: On the Liouville three point function, Phys. Lett. B 363, 65-70 (1995).
[43] Teschner J.: Liouville Theory Revisited, Class.Quant.Grav.18:R153-R222,(2001).
[44] Zamolodchikov A.B.: Three-point function in the minimal Liouville gravity, Theoretical and Mathematical Physics 142

(2), 183-196 (2005).
[45] Zamolodchikov A.B., Zamolodchikov A.B.: ?Structure constants and conformal bootstrap in Liouville field theory, Nuclear

Physics B 477 (2), 577-605 (1996).

University of Helsinki, Department of Mathematics and Statistics, P.O. Box 68 , FIN-00014 University of

Helsinki, Finland

E-mail address: antti.kupiainen@helsinki.fi
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