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Performance analysis of an improved MUSIC DoA estimator

Pascal Vallet, Member, IEEE, Xavier Mestre, Senior Member, IEEE, and Philippe Loubaton, Fellow, IEEE

Abstract—This paper adresses the statistical performance of subspace DoA estimation using a sensor array, in the asymptotic regime where the number of samples and sensors both converge to infinity at the same rate. Improved subspace DoA estimators were derived (termed as G-MUSIC) in previous works, and were shown to be consistent and asymptotically Gaussian distributed in the case where the number of sources and their DoA remain fixed. In this case, which models widely spaced DoA scenarios, it is proved in the present paper that the traditional MUSIC method also provides DoA consistent estimates having the same asymptotic variances as the G-MUSIC estimates. The case of DoA that are spaced of the order of a beamwidth, which models closely spaced sources, is also considered. It is shown that G-MUSIC estimates are still able to consistently separate the sources, while this is no longer the case for the MUSIC ones. The asymptotic variances of G-MUSIC estimates are also evaluated.

Index Terms—Subspace DoA estimation, large sensor arrays, random matrix theory

I. INTRODUCTION

The problem of estimating the directions of arrival (DoA) of source signals with an array of sensors is fundamental in statistical signal processing, and several methods have been developed and characterized in terms of performance, during the past 40 years. Among the most popular high resolution methods, subspace algorithms such as MUSIC [17] are widely used. It is well known (see e.g. [19]) that subspace methods suffer the so-called “threshold effect”, which involves a severe degradation when either the Signal to Noise Ratio (SNR) and/or the sample size are not large enough. In contrast, the threshold breakdown is less significant for Maximum Likelihood (ML) techniques, and occurs for a much lower SNR and/or sample size. However, due to their reduced complexity since they involve a one-dimensional search over the set of possible DoA, subspace methods are usually preferred over ML which requires a multi-dimensional search.

The study of the statistical performance of MUSIC algorithm has received a lot of attention, see e.g. [18], and its behaviour has been mainly characterized in the situation where the number of available samples $N$ of the observed signal is much larger than the number of sensors $M$ of the array. However, there may exist some situations where this hypothesis is not realistic, for example when the number of sensors $M$ is large and the signals have short-time duration or short time stationarity. In this case, $M$ and $N$ are of the same order of magnitude, and the standard statistical analysis of MUSIC is irrelevant. This is mainly because the sample correlation matrix of the observations, on which MUSIC mainly relies, does not properly estimate the true covariance matrix. In this context, the standard estimate of the MUSIC angular “pseudo-spectrum” does not appear to be consistent. To model this more stringent scenario, it was proposed in [13] to consider a new asymptotic regime in which both $M, N$ converges to infinity at the same rate, that is $M, N \rightarrow \infty$ such that $\frac{M}{N} \rightarrow c > 0$.

Based on results from random matrix theory, giving a precise description of the behaviour of the eigenvalues and eigenvectors of large random matrices, an improved MUSIC DoA technique, termed as “G-MUSIC”, was derived in [13] in the unconditional model case, that is, by assuming that the source signals are Gaussian and temporally white. This method was based on a novel estimator of the “pseudo-spectrum” function. Other related works concerning the unconditional case include [9] as well as [10] where the source number detection is addressed. Later, [20] addressed the more general conditional model case, i.e., the source signals are modelled as non observable deterministic signals. Using an approach similar to [13], a different estimator of the pseudo-spectrum was proposed. More recently, the work of [23] extends the improved subspace estimation of [20] to the situation where the noise may be correlated in time. We also mention the recent series of works [4] [3] [5] on robust subspace estimation, in the context of impulsive noise.

Experimentally, it can be observed that in certain scenarios, MUSIC and G-MUSIC show quite similar performance, while in other contexts G-MUSIC outperforms MUSIC. In this paper which is focused on the conditional case, we explain this behaviour and provide a complete description of the statistical performance of MUSIC and G-MUSIC. Roughly speaking, we prove that if the DoAs are widely spaced compared to $\frac{1}{N}$, MUSIC and G-MUSIC have a similar behaviour, while MUSIC fails when the DoAs are closely spaced. More precisely, we establish the following results:

- When the number of sources $K$ and the corresponding DoA remain fixed as $M, N \rightarrow \infty$ (a regime which
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models widely spaced sources), we show that, while the pseudo-spectrum estimate of MUSIC is inconsistent, its minimization w.r.t. the DoA provides $N$-consistent \footnote{An estimator $\hat{\theta}_N$ of $\theta$ (possibly depending on $N, M$) DoA $\theta_N$ is defined as $N$-consistent if almost surely, $N \left( \theta_N - \theta \right) \rightarrow 0$ as $M, N \rightarrow \infty$.} estimates. Moreover, in the case of asymptotically uncorrelated source signals, the MUSIC DoA estimates share the same asymptotic MSE as G-MUSIC.

- For two sources with an angular spacing of the order of a beamwidth, that is $O(M^{-1})$ as $M, N \rightarrow \infty$, we show that G-MUSIC remains $N$-consistent while MUSIC is not $N$-consistent anymore, which means that MUSIC is no longer able to asymptotically separate the DoA.

### A. Problem formulation and previous works

Let us consider the situation where $K$ narrow-band and far-field source signals are impinging on a uniform linear array of $M$ sensors, with $K < M$. The received signal at the output of the array is usually modeled as a complex $M$-variate time series $(y_n)_{n \geq 1}$ given by

$$y_n = As_n + v_n,$$

where

- $A = [a(\theta_1), \ldots, a(\theta_K)]$ is the $M \times K$ matrix of steering vectors $a(\theta_1), \ldots, a(\theta_K)$, with $\theta_1, \ldots, \theta_K$ the source signals DoA, and $a(\theta) = \frac{1}{\sqrt{M}} \{1, \ldots, e^{i(M-1)\theta}\}^T$;
- $s_n \in \mathbb{C}^K$ contains the source signals received at time $n$, considered as unknown deterministic;
- $(v_n)_{n \geq 1}$ is a temporally and spatially white circularly symmetric complex Gaussian noise with spatial covariance $E[v_n v_n^\ast] = \sigma^2 I$.

By assuming that $N$ observations $y_1, \ldots, y_N$ are collected in the $M \times N$ matrix

$$Y_N = [y_1, \ldots, y_N] = AS_N + V_N,$$

with $S_N = [s_1, \ldots, s_N]$ and $V_N = [v_1, \ldots, v_N]$, the DoA estimation problem thus consists in estimating the $K$ DoA $\theta_1, \ldots, \theta_K$ from the matrix of samples $Y_N$.

Subspace methods are based on the observation that the source contributions $A s_1, \ldots, A s_N$ are confined in the so-called signal subspace of dimension $K$, defined as $span \{a(\theta_1), \ldots, a(\theta_K)\}$. By assuming that the signal sample covariance $N^{-1} S_N S_N^\ast$ is full rank, $\theta_1, \ldots, \theta_K$ are the unique zeros of the pseudo-spectrum

$$\eta(\theta) = a(\theta)^\ast \Pi a(\theta),$$

where $\Pi$ is the orthogonal projection matrix onto the noise subspace, defined as the orthogonal complement of the signal subspace, and which coincides in that case with the kernel of $N^{-1} A S_N S_N^\ast A^\ast$ of dimension $M - K$.

Since $\Pi$ is not available in practice, it must be estimated from the observation matrix $Y_N$. This estimation is traditionally performed by using the so-called sample correlation matrix of the observations (SCM)

$$\frac{Y_N Y_N^\ast}{N} = \frac{1}{N} \sum_{n=1}^N y_n y_n^\ast,$$

and $\Pi$ is directly estimated by considering its sample estimate $\hat{\Pi}_N$, i.e. the corresponding orthogonal projection matrix onto the eigenspace associated with the $M - K$ smallest eigenvalues of $\frac{Y_N Y_N^\ast}{N}$. The MUSIC method thus consists in estimating the DoA $\theta_1, \ldots, \theta_K$ as the $K$ most significant minima of the estimated pseudo-spectrum

$$\hat{\eta}_N^{(t)}(\theta) = a(\theta)^\ast \hat{\Pi}_N a(\theta),$$

where the superscript $(t)$ refers to “traditional estimate”.

The SCM is known to be an accurate estimator of the true covariance matrix when the number of available samples $N$ is much larger than the observation dimension $M$. Indeed, in the asymptotic regime where $M$ is constant and $N$ converges to infinity, under some technical conditions, the law of large numbers ensures that

$$\left\| \frac{Y_N Y_N^\ast}{N} - \left( A S_N S_N^\ast a^\ast + \sigma^2 I \right) \right\| \rightarrow 0, \quad (3)$$

almost surely (a.s.) as $N \rightarrow \infty$, where $\| \cdot \|$ stands for the spectral norm. This implies that

$$\left\| \hat{\Pi}_N - \Pi \right\| \xrightarrow{a.s.}{N \rightarrow \infty} 0 \quad (4)$$

i.e. the sample projection matrix $\hat{\Pi}_N$ is a consistent estimator of $\Pi$. Moreover, (4) directly implies the uniform consistency of the traditional pseudo-spectrum estimate

$$\sup_{\theta \in [-\pi, \pi]} \left| \eta_N^{(t)}(\theta) - \eta(\theta) \right| \xrightarrow{a.s.}{N \rightarrow \infty} 0. \quad (5)$$

The $K$ MUSIC DoA estimates, defined formally, for $k = 1, \ldots, K$, by

$$\hat{\theta}_{k,N}^{(t)} = \arg\min_{\theta \in \mathcal{I}_k} \eta_N^{(t)}(\theta),$$

where $\mathcal{I}_k$ is a compact interval containing $\theta_k$ and such that $\mathcal{I}_k \cap \mathcal{I}_l = \emptyset$ for $k \neq l$, are therefore consistent, i.e.

$$\hat{\theta}_{k,N}^{(t)} \xrightarrow{a.s.}{N \rightarrow \infty} \theta_k.$$

Several accurate approximations of the MSE on the MUSIC DoA estimates have been obtained (see e.g. [18] and the references therein).

In the situation where $M, N$ are of the same order of magnitude, (3), and therefore (4) as well as (5), are no longer true. To analyze this situation, [13] proposed to consider the non standard asymptotic regime in which

$$M, N \rightarrow \infty \text{ such that } \frac{M}{N} \rightarrow c > 0. \quad (6)$$

In [20], an estimator $\tilde{\eta}_N(\theta)$ of the pseudo-spectrum $\eta(\theta)$ was derived. Under an extra assumption, called the separation condition, it was proved to be consistent in the new asymptotic regime (6), that is

$$\tilde{\eta}_N(\theta) - \eta(\theta) \rightarrow 0,$$

almost surely, when $^2 \frac{M}{N} \rightarrow c > 0$. In the case where the number of sources $K$ remains fixed when

$^2$Note that in that case $\eta(\theta)$ depends on $M$ (and thus implicitly on $N$). In the next sections, a subscript $N$ will be added to make clear this dependence.
$M$ and $N$ increase, the separation condition was shown to hold if the eigenvalues of $\mathbf{A}^{\mathbf{S}_N \mathbf{S}_N^*} \mathbf{A}^*$ are above the threshold $\sigma^2 \sqrt{c}$ [20, Section III-C]. Note that a similar estimator was previously derived in [13] in the unconditional source signal case. A stronger result of uniform convergence over $\theta$ was proved in [6], that is
\[
\sup_{\theta \in \{\pi, \pi \}} |\hat{\eta}_N(\theta) - \eta(\theta)| \to 0,
\]
almost surely. When $K$ and the DoA $\langle \theta_k \rangle_{k=1,\ldots,K}$ remain fixed, the G-MUSIC DoA estimates, defined for $k = 1, \ldots, K$ by $\hat{\theta}_{k,N} = \arg\min_{\theta \in \mathbb{I}_k} \hat{\eta}_N(\theta)$, were also shown to be $N$-consistent, that is
\[
N \left( \hat{\theta}_{k,N} - \theta_k \right) \to 0
\]
almost surely, when $M, N \to \infty$ such that $M/N \to c > 0$. More recently, [7] also proposed a second-order analysis of the G-MUSIC DoA estimates in the conditional case, in terms of a Central Limit Theorem (CLT) for the traditional MUSIC DoA estimates. In section IV an analysis of G-MUSIC and MUSIC DoA estimates in terms of Asymptotic Gaussianity. In particular, it is shown that MUSIC and G-MUSIC exhibit exactly the same asymptotic MSE in the widely spaced DoA scenario and for asymptotically uncorrelated source signals. Some numerical experiments are provided which confirm the accuracy of the predicted performance of both methods.

**Notations:** For a complex matrix $\mathbf{A}$, we denote by $\mathbf{A}^T$, $\mathbf{A}^*$ its transpose and its conjugate transpose, and by $\text{tr} (\mathbf{A})$ and $\|\mathbf{A}\|$ its trace and spectral norm. The identity matrix will be $\mathbf{I}$ and $e_n$ will refer to a vector having all its components equal to 1. The notation $\text{span}\{x_1, \ldots, x_n\}$ will refer to the vector space generated by $x_1, \ldots, x_n$. The real normal distribution with mean $m$ and variance $\sigma^2$ is denoted $\mathcal{N}_R(\alpha, \sigma^2)$ and the multivariate normal distribution in $\mathbb{R}^k$, with mean $\mathbf{m}$ and covariance $\mathbf{I}$ is denoted in the same way $\mathcal{N}_R(\mathbf{m}, \mathbf{I})$. A complex random variable $Z = X + iY$ follows the distribution $\mathcal{N}_C(\alpha + i\beta, \sigma^2)$ if $X$ and $Y$ are independent with respective distributions $\mathcal{N}_R(\alpha, \sigma^2)$ and $\mathcal{N}_R(\beta, \sigma^2)$. The expectation and variance of a complex random variable $Z$ will be denoted $\mathbb{E}[Z]$ and $\mathbb{V}[Z]$. For a sequence of random variables $(X_n)_{n \in \mathbb{N}}$ and a random variable $X$, we write $X_n \overset{a.s.}{\to} X$ and $X_n \overset{D}{\to} X$ when $X_n$ converges respectively with probability one and in distribution to $X$. Finally, $X_n = o_p(1)$ will stand for the convergence of $X_n$ to 0 in probability, and $X_n = O_p(1)$ will stand for tightness (boundedness in probability).

## II. Asymptotic Behaviour of the Sample Eigenvalues and Eigenvectors

In this section, we present some basic results from random matrix theory describing the behaviour of the eigenvalues of the SCM $\mathbf{Y}_N \mathbf{Y}_N^*$, in the asymptotic regime where $M, N$ converge to infinity such that $M \to c > 0$. These results are required to properly introduce the improved subspace estimator of [20]. To that end, we will work with the following more general model, referred to as “Information plus Noise” in the literature.
We consider \( M, N, K \in \mathbb{N}^+ \) such that \( K < M \) and \( M = M(N) \), is a function of \( N \) satisfying
\[
c_N = \frac{M}{N} = c + o \left( \frac{1}{\sqrt{N}} \right) \tag{7}
\]
as \( N \to \infty \). Thus, in the remainder, the notation \( N \to \infty \) will refer to the double asymptotic regime \( M, N \to \infty, M/N \to c > 0 \). We also assume that \( K \) is fixed with respect to \( N \) (for the general case where \( K \) may possibly go to infinity with \( N \), see [20]). We consider the sequence of random matrices \( (\Sigma_N)_{N \geq 1} \) of size \( M \times N \) where
\[
\Sigma_N = B_N + W_N, \tag{8}
\]
with
- \( B_N \) a rank \( K \) deterministic matrix satisfying \( \sup_N \|B_N\| < \infty \),
- \( W_N \) having i.i.d. \( N(0, \mathbb{F}^2) \) entries .

We denote by \( \lambda_{1,N} \geq \ldots \geq \lambda_{K,N} \) the non zero eigenvalues of \( B_N \Sigma_N \) and by \( u_{1,N}, \ldots, u_{K,N} \) the respective unit norm eigenvectors. \( (u_{k,N})_{k=K+1, \ldots, M} \) are unit norm mutually orthogonal vectors of the kernel of \( B_N \Sigma_N \). Equivalently, \( \lambda_{1,N} \geq \ldots \geq \lambda_{M,N} \) are the eigenvalues of the matrix \( \Sigma_N \Sigma_N^\ast \) and \( u_{1,N}, \ldots, u_{M,N} \) the respective unit norm eigenvectors.

### A. The asymptotic spectral distribution of the SCM

Let \( \hat{\mu}_N \) be the empirical spectral measure of the matrix \( \Sigma_N \Sigma_N^\ast \), defined as the random probability measure
\[
\hat{\mu}_N = \frac{1}{M} \sum_{k=1}^{M} \delta_{\lambda_{k,N}} \tag{9}
\]
with \( \delta_x \) the Dirac measure at point \( x \). The distribution \( \hat{\mu}_N \) can be alternatively characterized through its Stieltjes transform defined as
\[
\hat{m}_N(z) = \int_{\mathbb{R}} \frac{d\hat{\mu}_N(\lambda)}{\lambda - z} = \frac{1}{M} \text{tr} \left( (\Sigma_N \Sigma_N^\ast - zI)^{-1} \right)
\]
where \( (\Sigma_N \Sigma_N^\ast - zI)^{-1} \) is the resolvent of the matrix \( \Sigma_N \Sigma_N^\ast \).

It is well-known from [12] that for all \( z \in \mathbb{C} \setminus \mathbb{R} \),
\[
\hat{m}_N(z) \overset{a.s.}{\longrightarrow} m(z), \tag{10}
\]
where
\[
m(z) = \int_{\mathbb{R}} \frac{d\mu(\lambda)}{\lambda - z}
\]
is the Stieltjes of a deterministic probability measure called the Marchenko-Pastur distribution, whose support coincides with the compact interval \([\sigma^2(1 - \sqrt{c})^2, \sigma^2(1 + \sqrt{c})^2]\), which is defined by
\[
d\mu(x) = \begin{cases} \left( 1 - \frac{1}{c} \right)^+ \delta_0 + \frac{\sqrt{(x - x^-)(x^+ - x)}}{2\sigma^2 c x} \mathbb{1}_{[x^-, x^+]}(x) dx, \end{cases}
\]
with \( x^- = \sigma^2(1 - \sqrt{c})^2 \) and \( x^+ = \sigma^2(1 + \sqrt{c})^2 \).

Moreover, \( m(z) \) satisfies the following fundamental equation
\[
m(z) = \frac{1}{-z + \sqrt{1 + \sigma^2 c m(z)}} - \frac{\sigma^2}{1 - c}. \tag{11}
\]
An equivalent statement of (9) is given with the following convergence in distribution
\[
\hat{\mu}_N \overset{D}{\longrightarrow} \mu \tag{12}
\]
which holds almost surely, that is, the empirical eigenvalue distribution of \( \Sigma_N \Sigma_N^\ast \) has the same asymptotic behaviour as the Marchenko-Pastur distribution. Practically, the eigenvalue histogram of \( \Sigma_N \Sigma_N^\ast \) matches the density of the Marchenko-Pastur distribution, for \( M, N \) large enough, as shown in Figure 1, where we have chosen \( M = 1000, N = 2000, \sigma^2 = 1 \) and \( K = 2 \) with \( \lambda_{1,N} = 5 \) and \( \lambda_{2,N} = 10 \).

![Fig. 1. Marchenko-Pastur distribution and eigenvalue histogram of \( \Sigma_N \Sigma_N^\ast \)](image)

### Remark 1.

The Marchenko-Pastur distribution was originally obtained as the limit distribution of the empirical eigenvalue distribution of the noise part \( W_N W_N^\ast \). Nevertheless, the assumption that the rank \( K \) of the deterministic perturbation \( B_N \) is independent of \( N \) implies that the Marchenko-Pastur limit still holds for \( \Sigma_N \Sigma_N^\ast \). This fact is well known, and can be easily seen by expressing \( \hat{m}_N(z) \) in terms of the Stieltjes transform of the spectral distribution of \( W_N W_N^\ast \). Finite rank perturbations of \( W_N \) are often referred to as “spiked models” in the random matrix literature [1].

### B. Asymptotic behaviour of the sample eigenvalues

As also noticed in Figure 1, the non zero eigenvalues \( \lambda_{1,N} \) and \( \lambda_{2,N} \) of \( B_N B_N^\ast \) generate two outliers \( \lambda_{1,N}, \lambda_{2,N} \) in the spectrum of \( \Sigma_N \Sigma_N^\ast \), in the sense that \( \lambda_{1,N}, \lambda_{2,N} \) are outside the support \([x^-, x^+]\) of the Marchenko-Pastur distributions, while all the remaining eigenvalues \( \lambda_{3,N}, \ldots, \lambda_{M,N} \) concentrate around \([x^-, x^+]\).

In fact, under an additional condition on the non zero eigenvalues \( \lambda_{1,N}, \ldots, \lambda_{K,N} \), it is possible to characterize the behaviour of the \( K \) largest sample eigenvalues \( \lambda_{1,N}, \ldots, \lambda_{K,N} \). The following assumption, usually referred to as subspace
separation condition, ensures that the $K$ non zero eigenvalues of $B_N^*B_N$ are sufficiently separated from the $M-K$ zero eigenvalues.

**Assumption 1.** For $k=1,\ldots,K$, $\lambda_{k,N} \to \lambda_k$ as $N \to \infty$, where

$$\lambda_1 > \cdots > \lambda_K > \sigma^2 \sqrt{\epsilon}.$$ 

We note that forthcoming results remain valid if some $(\lambda_k)_{k=1,\ldots,K}$ coincide. We assume that $\lambda_k \neq \lambda_l$ for $k \neq l$ in order to simplify the presentation. Under the previous assumption, an accurate description of the behaviour of the eigenvalues of $\Sigma_N \Sigma_N^*$ can be obtained.

**Theorem 1.** Under Assumption 1, for $k=1,\ldots,K$,

$$\hat{\lambda}_{k,N} \xrightarrow{a.s.} \lambda_k,$$

with $\phi(\lambda_k) > x^+$. Moreover, for all $\epsilon > 0$,

$$\hat{\lambda}_{k+1,N},\ldots,\hat{\lambda}_{M,N} \in (x^- - \epsilon, x^+ + \epsilon),$$

almost surely for $N$ large enough.

Theorem 1 is a consequence of the general results proved in [1] (see also [11] for a different, but less general, proof). Rephrased in another way, under the separation condition, the $K$ largest eigenvalues of $\Sigma_N \Sigma_N^*$ escape from the support of the Marchenko-Pastur distribution while the smallest $M-K$ eigenvalues are concentrated in a neighborhood of $[x^-,x^+]$.

**Remark 2.** *Theorem 1 in conjunction with Assumption 1 have a nice interpretation* (see e.g. [15] and [2] in the conditional case). Indeed, we notice that the separation condition can be interpreted as a detectability threshold on the SNR condition, if we define the SNR to be the ratio $\frac{\lambda_k}{\sigma^2}$. Therefore, Theorem 1 ensures that the $K$ “signal sample eigenvalues” $\hat{\lambda}_{1,N},\ldots,\hat{\lambda}_{K,N}$ will be detectable in the sense that they will split from the $M-K$ “noise sample eigenvalues” as $N \to \infty$, as long as the SNR is above $\sqrt{\epsilon}$.

**C. Estimation of the signal subspace**

In this section, we introduce a consistent estimator of any bilinear form of the noise subspace orthogonal projection matrix, which was derived in [7] (see also [20]). Let us introduce the function

$$w(z) = z \left(1 + \sigma^2 \text{cosec}(z)\right)^2 - \sigma^2 (1 - c) \left(1 + \sigma^2 \text{cosec}(z)\right).$$

From the fixed point equation (10), straightforward algebra leads to the new equation

$$\phi(w(z)) = z, \quad \text{(11)}$$

and one can see easily that the function $\lambda \mapsto \phi(\lambda)$ is a one to one correspondence from $(\sigma^2 \sqrt{\epsilon},+\infty)$ onto $(\sigma^2 (1 + \sqrt{\epsilon})^2, +\infty)$ with inverse function $x \mapsto w(x)$ defined on the interval $(\sigma^2 (1 + \sqrt{\epsilon})^2, +\infty)$ (see [22]).

The following fundamental result was proved in [1] (see also [7]).

**Theorem 2.** Under Assumption 1, for all deterministic sequences of unit norm vectors $(d_{1,N},(d_{2,N})$, we have for $k=1,\ldots,K$

$$d_{1,N}^* \tilde{u}_{k,N} \tilde{u}_{k,N}^* d_{2,N} = h(\phi(\lambda_k)) d_{1,N}^* u_{k,N} u_{k,N}^* d_{2,N} + o(1) \quad \text{a.s.,}$$

where

$$h(z) = \frac{w(z)^2 - \sigma^4 c}{w(z) (w(z) + \sigma^2 c)}.$$

Since the function $\phi$ is the inverse of the function $w$, we obtain an explicit expression for $h(\phi(\lambda_k))$:

$$h(\phi(\lambda_k)) = \frac{\lambda_k^2 - \sigma^4 c}{\lambda_k^2 (\lambda_k + \sigma^2 c)}.$$

Define the following bilinear form of the noise subspace orthogonal projection matrix:

$$\eta_N = d_{1,N}^* \Pi_N d_{2,N}, \quad \text{(12)}$$

as well as its traditional estimate

$$\hat{\eta}_N = d_{1,N}^* \tilde{\Pi}_N d_{2,N}. \quad \text{(13)}$$

Then Theorem 2 shows in particular that

$$\hat{\eta}_N = d_{1,N}^* \left( I - \sum_{k=1}^{K} h(\phi(\lambda_k)) u_{k,N} u_{k,N}^* \right) d_{2,N} + o(1), \quad \text{(14)}$$

a.s., which implies that the traditional subspace estimate is not consistent.

Moreover, Theorem 1 in conjunction with Theorem 2 directly provides a consistent estimator of (12). Indeed, under Assumption 1,

$$\hat{\eta}_N - \eta_N \xrightarrow{a.s.} 0, \quad \text{(15)}$$

where

$$\hat{\eta}_N = d_{1,N}^* \left( I - \sum_{k=1}^{K} \frac{1}{h(\lambda_{k,N})} \tilde{u}_{k,N} \tilde{u}_{k,N}^* \right) d_{2,N}. \quad \text{(16)}$$

**Remark 3.** It should be noticed that the estimator given in (16) provides in particular a consistent estimator of any $(i,j)$th entry of $\Pi_N$, by choosing $d_{1,N} = e_i$ and $d_{2,N} = e_j$. However, (15) does not imply that we have a norm-consistent estimator of $\Pi_N$, in the sense that

$$\left\| \Pi_N - \left( I - \sum_{k=1}^{K} \frac{1}{h(\lambda_{k,N})} \tilde{u}_{k,N} \tilde{u}_{k,N}^* \right) \right\|$$

does not necessarily converge to 0 as $N \to \infty$.

A result concerning the asymptotic Gaussianity of the estimator $\hat{\eta}_N$ can be also derived. Let $\vartheta_{k,\ell}$ be defined under Assumption 1 by

$$\vartheta_{k,\ell} = \frac{\sigma^4 c (\lambda_k \lambda_\ell + (\lambda_k + \lambda_\ell) \sigma^2 + \sigma^4) (\lambda_k \lambda_\ell + \sigma^4 c)}{4 (\lambda_k^2 - \sigma^4 c) (\lambda_\ell^2 - \sigma^4 c) (\lambda_k \lambda_\ell - \sigma^4 c)}.$$
\[ \chi_{k,\ell}^{(t)} = \lambda_k\lambda_\ell \left( \lambda_k + \lambda_\ell + \sigma^2 (\lambda_k + \lambda_\ell) + \sigma^4 \right) \left( (1 + c)(\lambda_k\lambda_\ell + \sigma^4 c) + 2\sigma^2 c(\lambda_k + \lambda_\ell) \right) - c (\lambda_k\lambda_\ell - \sigma^4 c) \left( \lambda_k\lambda_\ell + \sigma^2 (\lambda_k + \lambda_\ell) + \sigma^4 c \right)^2. \]

for \(1 \leq k, \ell \leq K\), and by

\[ \vartheta_{k,\ell}^{(t)} = \frac{\sigma^2 (\lambda_k + \lambda_\ell)^2}{4(\lambda_k^2 - \sigma^4 c)} \]

for \(k \leq \ell \leq K + 1\), with \(\vartheta_{k,\ell}^{(t)} = \vartheta_{\ell,k}^{(t)}\), and set \(\vartheta_{k,\ell}^{(t)} = 0\) for \(k, \ell \geq K + 1\). Define finally

\[ \gamma_N = \sum_{k,\ell=1}^M \vartheta_{k,\ell}^{(t)} \left| u_{k,N} \right|^2. \]

We then have the following result.

**Theorem 3.** Under Assumption 1, if \(\lim \inf_N \gamma_N > 0\), then

\[ \sqrt{N} \frac{\Re (\hat{\gamma}_N - \gamma_N)}{\sqrt{\gamma_N}} \xrightarrow{\mathcal{D}} N_{\mathbb{R}}(0,1). \quad (18) \]

The proof of Theorem 3, which requires the use of technical tools from random matrix theory, is not included in the paper and is available in [22].

To conclude this section, we also provide a result on the asymptotic Gaussianity of the classical subspace estimator (13), which will prove to be useful to study the behaviour of MUSIC in the next section. In the same way as (17), we define

\[ \vartheta_{k,\ell}^{(s)} = \frac{\sigma^4 c}{4}\frac{\lambda_{k,\ell}^{(t)}}{\lambda_k\lambda_\ell (\lambda_k + \lambda_\ell + \sigma^2 c)^2 (\lambda_k + \lambda_\ell)^2 (\lambda_k\lambda_\ell - \sigma^4 c)} \]

for \(1 \leq k, \ell \leq K\), where \(\chi_{k,\ell}^{(s)}(k, \ell)\) is given at the top of the page (note that \(\chi_{k,\ell}^{(s)} > 0\), and by

\[ \vartheta_{k,\ell}^{(s)} = \frac{\sigma^2 (\lambda_k + \lambda_\ell)^2 (\lambda_k^2 - \sigma^4 c)}{4\lambda_k^2 (\lambda_k + \lambda_\ell)^2}. \]

for \(k \leq \ell \leq K + 1\), with \(\vartheta_{k,\ell}^{(s)} = \vartheta_{\ell,k}^{(s)}\), and set \(\vartheta_{k,\ell}^{(s)} = 0\) for \(k, \ell \geq K + 1\). Define finally

\[ \gamma_{N}^{(s)} = \sum_{k,\ell=1}^M \vartheta_{k,\ell}^{(s)} \left| u_{k,N} \right|^2. \]

Then the following result holds.

**Theorem 4.** Under Assumption 1, if \(\lim \inf_N \gamma_{N}^{(s)} > 0\), then

\[ \sqrt{N} \frac{\Re (\hat{\gamma}_{N}^{(s)} - \gamma_{N}^{(s)})}{\sqrt{\gamma_{N}^{(s)}}} \xrightarrow{\mathcal{D}} N_{\mathbb{R}}(0,1), \quad (20) \]

where

\[ \eta_{N}^{(s)} = d_{1,N}^{*} \left( I - \sum_{k=1}^K \lambda_{k,N} (\lambda_{k,N} + \sigma^2 c_N) u_{k,N}^{*} u_{k,N} \right) d_{2,N}. \]

The proof of Theorem 4 is given in [22].

### D. Connections with others improved subspace estimators

Estimator (16) is valid under the hypothesis that the number of sources \(K\) remains fixed when \(N \to +\infty\). We recall that, under the hypothesis that the source signals are deterministic, or equivalently in the conditional case, [20] proposed a consistent estimator of \(\gamma_N\), say \(\hat{\gamma}_{N,c}\), valid whatever \(K\) is, and that it was proved in [20] that

\[ \hat{\gamma}_{N,c} - \gamma_N \to 0 \text{ a.s.} \quad (21) \]

It is even established in [22, Remark 3.] that

\[ \hat{\gamma}_{N,c} - \gamma_N = o_p \left( \frac{1}{\sqrt{N}} \right) \quad (22) \]

Therefore, if \(K\) is fixed, the original subspace estimator derived in [20] appears to be equivalent to the estimator (16).

If the \(K\) dimensional source signal \((s_n)\) is assumed to be i.i.d. complex Gaussian, or equivalently in the unconditional case, [13] proposed another consistent estimator, denoted \(\hat{\gamma}_{N,u}\), also valid whatever \(K\) is in the unconditional case. When \(K\) is fixed, and when \((s_n)\) is deterministic, that is, in the conditional case, it is shown in the Appendix A that

\[ \hat{\gamma}_{N,u} - \gamma_N = o_p \left( \frac{1}{\sqrt{N}} \right) \quad (23) \]

Therefore, if \(K\) is fixed, the subspace estimator of [13], in principle valid in the unconditional case, behaves as \(\hat{\gamma}_N\), or equivalently as the estimator \(\hat{\gamma}_{N,c}\) derived in [20] in the conditional case. In conclusion, if \(K\) is fixed, in the conditional case, the estimators \(\hat{\gamma}_{N,u}\), \(\hat{\gamma}_{N,c}\) and \(\hat{\gamma}_N\) are all equivalent. In section IV-B, simulations are provided to illustrate that \(\hat{\gamma}_N\) and \(\hat{\gamma}_{N,u}(\theta)\) present the same performance, in the context of DoA estimation.

### III. Analysis of the Consistency of G-MUSIC and MUSIC

From now on, we use the results of section II for \(\Sigma_N = N^{-1/2}Y_N\), \(B_N = N^{-1/2}A(\theta)S_N\), \(W_N = N^{-1/2}V_N\), \(d_{1,N} = d_{2,N} = a(\theta)\) and assume that Assumption 1 holds. Based on the subspace estimator (16), [7] proposed the improved pseudo-spectrum estimator

\[ \hat{\eta}_N(\theta) = 1 - \sum_{k=1}^K \frac{1}{h(\lambda_{k,N})} |a(\theta)^* u_{k,N}|^2, \quad (24) \]

**Remark 4.** The pseudo-spectrum estimator (24) can be viewed as a weighted version of the traditional pseudo-spectrum estimator

\[ \eta_N^{(t)}(\theta) = 1 - \sum_{k=1}^K |a(\theta)^* u_{k,N}|^2. \]
Therefore, there is no additional computational cost by using this improved pseudo-spectrum estimator (which gives the G-MUSIC method described below), since it also relies on an eigenvalues/eigenvectors decomposition of the SCM $\frac{1}{N}Y_N Y_N^*$. Moreover, in the traditional asymptotic regime where $\frac{1}{N} \to 0$, by setting $\epsilon = 0$, we remark that $h(z) = 1$ and thus the improved pseudo-spectrum estimator reduces to the traditional one.

From (15), we have directly that $\hat{\eta}_N(\theta) - \eta_N(\theta) \to 0$ a.s. as $N \to \infty$, for all $\theta$. In Hachem et al. [6], this convergence was also proved to be uniform, that is

$$\sup_{\theta \in [-\pi, \pi]} |\hat{\eta}_N(\theta) - \eta_N(\theta)| \xrightarrow{a.s.} 0,$$

The resulting DoA estimation method, termed as G-MUSIC, consists in estimating $\theta_1, \ldots, \theta_K$ as the $K$ most significant minima of $\theta \mapsto \hat{\eta}_N(\theta)$.

Concerning the traditional pseudo-spectrum estimator $\hat{\eta}^{(t)}_N(\theta)$, Theorem 2 directly implies that for all $\theta$,

$$\hat{\eta}^{(t)}_N(\theta) - \eta_N(\theta) \xrightarrow{a.s.} 0,$$

where

$$\eta_N^{(t)}(\theta) = 1 - \sum_{k=1}^K \frac{\lambda_k^2 - \sigma^4 c}{\lambda_k (\lambda_k + \sigma^2 c)} |a(\theta)^* u_{k,N}|^2. (26)$$

A. N-consistency for widely spaced DoA

In this section, we consider a widely spaced DoA scenario. In practice, such a situation occurs e.g. when the DoA have an angular separation much larger than a beamwidth $\frac{\pi}{M}$. Mathematically speaking, we will therefore consider that the DoA $\theta_1, \ldots, \theta_K$ are fixed with respect to $N$. In that case, $A^* A \to I$ and the separation condition (Assumption 1) holds if and only if the eigenvalues of $\frac{S_N S_N^*}{N}$ converge to $\lambda_1 > \ldots > \lambda_K > \sigma^2 \sqrt{c}$. To summarize, we make the following assumption.

Assumption 2. $K, \theta_1, \ldots, \theta_K$ are independent of $N$, and the eigenvalues of $N^{-1} S_N S_N^*$ converge to $\lambda_1 > \ldots > \lambda_K > \sigma^2 \sqrt{c}$.

Note that Assumption 2 allows in particular spatial correlation between sources, since $\frac{1}{N} S_N S_N^*$ may converge to a positive definite matrix, which is not necessarily constrained to be diagonal.

To study the consistency of G-MUSIC and MUSIC, we need to define “properly” the corresponding estimators, to avoid identifiability issues. As it is usually done in the theory of M-estimation, we consider $I_1, \ldots, I_K \subset [-\pi, \pi]$ $K$ compact disjoint intervals such that $\theta_k \in \text{Int}(I_k)$ (Int denotes the interior of a set), and formally define the G-MUSIC and MUSIC DoA estimators as

$$\hat{\theta}_{k,N} = \arg\min_{\theta \in I_k} \hat{\eta}_N(\theta) \quad \text{and} \quad \hat{\theta}^{(t)}_{k,N} = \arg\min_{\theta \in I_k} \hat{\eta}^{(t)}_N(\theta).$$

We have the following result, whose proof is deferred to Appendix B.

**Theorem 5.** Under Assumption 2, for $k = 1, \ldots, K$,

$$\hat{\theta}_{k,N} = \theta_k + o\left(\frac{1}{N}\right) \quad \text{and} \quad \hat{\theta}^{(t)}_{k,N} = \theta_k + o\left(\frac{1}{N}\right),$$

with probability one.

The results of Theorem 5 show that both the G-MUSIC and MUSIC methods have the same first order behaviour, i.e. are $N$-consistent, when the angles $\theta_1, \ldots, \theta_K$ are fixed with respect to $N$. In section IV, it will be further shown that the MUSIC method also has the same asymptotic MSE as the G-MUSIC method as $N \to \infty$.

B. $N$-consistency for closely spaced DoA

In this section, we study the consistency of G-MUSIC and MUSIC in a closely spaced DoA scenario, where we let the DoA $\theta_{1,N}, \ldots, \theta_{K,N}$ depend on $N$ and converge to the same value at rate $O\left(\frac{1}{N}\right)$. To simplify the presentation, we only consider $K = 2$ sources with DoA $\theta_{1,N}$ and $\theta_{2,N} = \theta_{1,N} + \frac{\alpha}{N}$, where $\alpha > 0$, and assume asymptotic uncorrelated sources with equal powers, that is $N^{-1} S_N S_N^* \to I$. In this case, it is easily seen that the two non null signal eigenvalues of $\frac{S_N S_N^*}{N}$ converge to $\lambda_1(\alpha) = 1 + \left|\text{sinc}\left(\frac{\alpha c}{2}\right)\right|$ and $\lambda_2(\alpha) = 1 - \left|\text{sinc}\left(\frac{\alpha c}{2}\right)\right|$, where $\text{sinc}(x) = \sin(x)/x$ if $x \neq 0$ and $\text{sinc}(0) = 1$. Therefore, the subspace separation condition (Assumption 1) holds if and only if $\lambda_2(\alpha) > \sigma^2 \sqrt{c}$. To summarize, we consider the following assumption.

Assumption 3. We assume that $K = 2$,

$$\frac{S_N S_N^*}{N} \xrightarrow{N \to \infty} I,$$

and that the DoA $\theta_{1,N}, \theta_{2,N}$ depend on $N$ in such a way that

$$\theta_{2,N} = \theta_{1,N} + \frac{\alpha}{N},$$

where $\alpha > 0$ satisfies

$$\left|\text{sinc}\left(\frac{\alpha c}{2}\right)\right| < 1 - \sigma^2 \sqrt{c}.$$

Since the DoA are not fixed with respect to $N$, we define, in the same way as (27), the G-MUSIC and MUSIC DoA estimates as

$$\hat{\theta}_{k,N} = \arg\min_{\theta \in I_k} \hat{\eta}_N(\theta) \quad \text{and} \quad \hat{\theta}^{(t)}_{k,N} = \arg\min_{\theta \in I_k} \hat{\eta}^{(t)}_N(\theta) \quad (28)$$

where $I_{k,N}$ is defined as the compact interval

$$I_{k,N} = \left[\theta_k - \frac{\alpha - \epsilon}{2N}, \theta_k + \frac{\alpha - \epsilon}{2N}\right],$$

with $0 < \epsilon < \alpha$. The $N$-consistency results for G-MUSIC and MUSIC in the closely spaced DoA scenario can be summarized as follows.

\footnote{Note that the G-MUSIC cost function can be negative due to the presence of the weighting factor $h(\lambda_{k,N})^{-1}$ in (24).}
Fig. 2. Function $\beta \mapsto \kappa^{(\ell)}(\beta)$ for $\sigma = 1$, $c = 0.5$ and different values of $\alpha$ (the dashed lines represent the location of 0 and $\alpha$).

**Theorem 6.** Under Assumption 3, for $k \in \{1, 2\}$,

$$
\hat{\theta}_{k,N} = \theta_{k,N} + o\left(\frac{1}{N}\right),
$$

with probability one. Moreover, if 0 and $\alpha$ are not local maxima of the function $\beta \mapsto \kappa^{(\ell)}(\beta)$ defined by

$$
\kappa^{(\ell)}(\beta) = \frac{(\lambda_1(\alpha)^2 - \sigma^4c)(\text{sinc}(\beta c/2) + \text{sinc}((\beta - \alpha)c/2))^2}{2\lambda_1(\alpha)^2(\lambda_1(\alpha) + \sigma^2c)} + \frac{(\lambda_2(\alpha)^2 - \sigma^4c)(\text{sinc}(\beta c/2) - \text{sinc}((\beta - \alpha)c/2))^2}{2\lambda_2(\alpha)^2(\lambda_2(\alpha) + \sigma^2c)},
$$

(30)

then $N(\hat{\theta}^{(\ell)}_{k,N} - \theta_{k,N})$ does not converge to 0.

The proof of Theorem 6 is deferred to Appendix C.

Theorem 6 shows that the G-MUSIC method remains $N$-consistent when two sources have DoA with a spacing of the order $O(M^{-1})$ while MUSIC may not be able to consistently separate the two DoA if the spacing parameter $\alpha$ is not a local maximum of the function defined in (30) (numerical examples are given in Figure 2). This confirms the superiority of G-MUSIC over MUSIC in closely spaced DoA situations and low sample size situations.

**C. Remarks on the spatial periodogram**

Regarding the previous results on the consistency of the MUSIC estimator for widely spaced and closely spaced scenarios, it is natural to ask how traditional “low resolution” techniques for DoA estimation behave.

Considering the classical spatial periodogram cost function, that is

$$
\hat{\eta}^{(p)}_N(\theta) = a(\theta)^* \frac{Y_N Y_N^*}{N} a(\theta),
$$

we can prove, such as in [6, Sec. 3.3], that

$$
\sup_{\theta \in [\pi, \pi]} \left| \hat{\eta}^{(p)}_N(\theta) - \eta^{(p)}_N(\theta) \right| \xrightarrow{\alpha.s} 0,
$$

where $\eta^{(p)}_N(\theta) = a(\theta)^* \left( A^* S N S N^* A + \sigma^2 I \right) a(\theta)$. Moreover, following the steps of the proof of Theorem 5 for the MUSIC estimates, we end up as well with

$$
\hat{\theta}_{k,N}^{(p)} = \theta_k + o\left(\frac{1}{N}\right),
$$

with probability one, where $\hat{\theta}_{k,N}^{(p)} = \arg\max_{\theta \in I_k} \hat{\eta}^{(p)}_N(\theta)$. Therefore, the spatial periodogram also provides consistent estimate in the widely-spaced DoA scenario, without any requirements on the sources power (i.e. without need of the separation condition $\lambda_k > \sigma^2/c$, $k = 1, \ldots, K$). This confirms the well-known fact that the use of subspace methods, especially MUSIC, is not necessarily a relevant choice for estimating the DoA of widely spaced sources. Nevertheless, in certain scenarios involving correlated source signals and widely spaced DoA and for which the spatial periodogram may exhibit a non negligible bias at high SNR, the use of subspace methods may still be interesting (see numerical illustrations in Section IV-B).

However, in the scenario of closely spaced DoA, one can also prove, following the steps of Theorem 6, that the spatial periodogram suffers the same drawback as MUSIC, and is not capable of consistently separating two DoA with an angular spacing of the order $O\left(\frac{1}{N}\right)$. Simulations are provided in the next section to illustrate these facts.

**IV. ASYMPTOTIC GAUSSIANITY OF G-MUSIC AND MUSIC**

We now apply the results of Theorems 3 and 4 to obtain a Central Limit Theorem for the G-MUSIC and MUSIC DoA estimates. The results for G-MUSIC will be valid for both the widely spaced and closely spaced DoA scenarios introduced in the previous section, while the CLT for MUSIC will be only valid for the widely spaced DoA scenario, since it is not $N$-consistent for the other situation.

**A. CLT for G-MUSIC and MUSIC**

The following Theorem, whose proof is given in Appendix D, provides the asymptotic Gaussianity of the G-MUSIC DoA estimates, under Assumption 2 or Assumption 3. We denote by $a'(\theta)$ and $a''(\theta)$ respectively the first and second order derivatives w.r.t. $\theta$ of the function $\theta \mapsto a(\theta)$.
Theorem 7. Under Assumption 2 or Assumption 3,
\[
N^{3/2} \left( \frac{d_{1,N}^\dagger \Pi_N d_{1,N}}{\gamma_N} \right)^2 \left( \theta_{k,N} - \theta_k \right) \xrightarrow{D} N(0,1),
\]
for \( k = 1, \ldots, K \), where \( \gamma_N \) is defined by (17), with \( d_{1,N} = N^{-1} a'(\theta_k) \) and \( d_{2,N} = a(\theta_k) \).

In particular, by considering the settings of Assumption 2 and adding the following spatial uncorrelation condition
\[
\frac{S_N S_N^\dagger}{N} \rightarrow \text{diag}(\lambda_1, \ldots, \lambda_K),
\]
we obtain, using the usual asymptotic orthogonality between \( a(\theta_k) \) and \( a_{k',N} \) for \( k \neq k' \) (see e.g. [7, Lem. 8]),
\[
d_{1,N}^\dagger \Pi_N d_{1,N} \rightarrow \frac{c^2}{12} \quad \text{and} \quad \gamma_N \rightarrow \frac{c^2}{24} \frac{\sigma^2(\lambda_k + \sigma^2)}{\lambda_k - \sigma^2 c}
\]
Thus, we retrieve the results of [7] under this particular assumption:
\[
N^{3/2} \left( \theta_{k,N} - \theta_k \right) \xrightarrow{D} N(0, 6 \frac{\sigma^2(\lambda_k + \sigma^2)}{\lambda_k^2 - \sigma^2 c}),
\]
Therefore, Theorem 7 extends the results of [7] to more general scenarios of correlated sources and not necessarily widely distributed sources.

Concerning the MUSIC method, we obtain the following result in the widely spaced DoA scenario.

Theorem 8. Let \( \eta_N^{(2)}(\theta) \) be the second order derivative of \( \theta \mapsto \eta_N^{(1)}(\theta) \) defined in (26). Under Assumption 2, and if
\[
\liminf_{N \to \infty} |\eta_N^{(2)}(\theta_k)| > 0,
\]
it holds that
\[
N^{3/2} \left( \frac{\eta_N^{(2)}(\theta_k)^2}{4 \gamma_N^{(t)}} \right)^{1/2} \left( \hat{\theta}_{k,N}^{(t)} - \theta_k \right) \xrightarrow{D} N(0,1),
\]
for \( k = 1, \ldots, K \), where \( \gamma_N^{(t)}(\theta) \) is defined by (19) by setting \( d_{1,N} = N^{-1} a'(\theta_k) \) and \( d_{2,N} = a(\theta_k) \).

The proof of Theorem 8, which is based on the CLT of Theorem 4, is similar to the one of Theorem 7 and is therefore omitted.

Theorem 8, having been derived under Assumption 2, allows in particular correlation between source signals. Moreover, by assuming asymptotic uncorrelation between source signals, i.e. that (32) holds, we obtain
\[
N^{3/2} \left( \frac{1}{N^2} \eta_N^{(2)}(\theta_k) \right) \xrightarrow{D} \frac{c^2(2\lambda_k^2 - \sigma^2 c)}{6\lambda_k(\lambda_k + \sigma^2 c)},
\]
and
\[
\gamma_N^{(t)}(\theta_k) \xrightarrow{N \to \infty} \frac{c^2(\lambda_k + \sigma^2)(\lambda_k^2 - \sigma^2 c)}{24\lambda_k^2(\lambda_k + \sigma^2 c)^2},
\]
which implies
\[
N^{3/2} \left( \hat{\theta}_{k,N}^{(t)} - \theta_k \right) \xrightarrow{D} N(0, 6 \frac{\sigma^2(\lambda_k + \sigma^2)}{\lambda_k^2 - \sigma^2 c}).
\]

The striking fact about Theorem 8 is that, in the widely spaced scenario, the variance of the MUSIC estimates obtained in (36) coincides with the variance of the G-MUSIC estimates (33) previously derived in [7]. This shows that MUSIC and G-MUSIC present exactly the same asymptotic performance for widely spaced DoA and uncorrelated sources, which reinforces the conclusions given in Section III-A.

B. Numerical examples

In this section, we provide numerical simulations illustrating the results given in the previous sections.

To illustrate the similarity between the theoretical MSE (formula of Theorem 7) and its approximation for uncorrelated source signal and wide space DoA (specific formula of (33)), we plot these two formulas in Figure 3(a) and Figure 3(b), together with the empirical MSE of the G-MUSIC estimate \( \hat{\theta}_{1,N} \) and the Cramer-Rao bound (CRB). The parameters are \( K = 2, M = 40, N = 80, \text{SNR} = -10\log(\sigma^2) \). In Figure 3(a), we consider the context of wide space DoA with uncorrelated source signal, by choosing a signal matrix \( S_N \) with standard i.i.d \( \mathcal{C}(0,1) \) entries, and setting \( \theta_1 = 0, \theta_2 = 5 \times \frac{2\pi}{37} \). The separation condition \( \lambda_K > \sigma^2 c \) occurs around \( \text{SNR} = 0 \) dB. In this situation, we notice that the two MSE formulas match, as discussed in Section IV-A.
significant correlation between source signals, by choosing a matrix $S_N = R^{1/2}X_N$ with $R = [1, 0.4; 0.4, 1]$ and $X_N$ having standard i.i.d $\mathcal{N}_c(0, 1)$ entries. The separation condition occurs around SNR = 2 dB. We notice that the MSE formula of Theorem 7 is relatively accurate while a discrepancy may occur for the formula (33), since the spatial uncorrelation is not fulfilled in that case.

In Figure 4, we consider the context of widespread DoA and uncorrelated source signals, and compare the performance of G-MUSIC, MUSIC and DoA estimation with spatial periodogram, in terms of MSE on the first DoA estimate. The empirical MSE of $\hat{\theta}_{1,N}$ together with its theoretical MSE given in Theorem 7, as well as the empirical MSE of $\hat{\theta}_{1,N}^{(p)}$ and $\hat{\theta}_{1,N}^{(t)}$ are plotted. The parameters are $M = 40$, $N = 80$, and $\theta_1 = 0$, $\theta_2 = 5 \times \frac{2\pi}{M}$. The signal matrix $S_N$ has standard i.i.d $\mathcal{N}_c(0, 1)$ entries, and the separation condition occurs around SNR = 0 dB. We notice in Figure 4 that the performance of G-MUSIC, MUSIC as well as the DoA estimate from the spatial periodogram coincide, since the source DoA are widely spaced (five times the beamwidth $\frac{2\pi}{M}$). We also notice that the threshold effect of the spatial periodogram is less significant, since it is not constrained by the subspace separation condition (see Section III-C).

In Figure 5, we consider the same simulation as for Figure 4, except that we add significant correlation between sources, by taking $S_N = R^{1/2}X_N$ with $R = [1, 0.4; 0.4, 1]$ and $X_N$ having standard i.i.d $\mathcal{N}_c(0, 1)$ entries. Again, we notice that both G-MUSIC and MUSIC perform well, since the DoA are widely spaced. Concerning the spatial periodogram method, we notice that a strong bias occurs at high SNR, which corresponds to the well-known effect of source correlation on spatial beamforming techniques (see [16]).

To illustrate the asymptotic Gaussianity of the G-MUSIC and MUSIC estimates predicted in Theorems 7 and 8, we plot in Figure 6 the histograms of $\hat{\theta}_{2,N}$ and $\hat{\theta}_{2,N}^{(t)}$ (5000 draws), with the parameters used in Figure 5 (widespread DoA and correlated source signals, SNRR = 0 dB).

Figure 7 illustrates the closely spaced DoA scenario, and the parameters are the same as in Figure 4, except for the DoA fixed to $\theta_1 = 0$, $\theta_2 = 0.25 \times \frac{2\pi}{M}$. The separation condition is fulfilled for all SNR. One can observe that a strong difference occurs between the performances of the G-MUSIC and MUSIC methods, e.g. a difference of 4 dB between the threshold points of G-MUSIC and MUSIC can be measured, which illustrates the result of Theorem 6. Moreover, we notice the poor performance of the spatial periodogram DoA estimate, which suffers from the well-known resolution loss, since the DoA spacing is lower than a beamwidth.

Similarly, in Figure 8, we keep the same parameters as for
The performance of the G-MUSIC and MUSIC method for II-D on the connections between both estimators.

Finally, we provide in Figures 10 and 11 a comparison between the conditional and unconditional G-MUSIC estimates, using respectively the same scenarios as for Figure 4 and 7. The unconditional G-MUSIC estimator is computed with the formula of [13]. We observe that the two estimators exhibit the same empirical MSE as soon as the separation condition is fulfilled (around SNR = 2 dB for Figure 10 and verified for all SNR in Figure 11), which illustrates the remarks in Section II-D on the connections between both estimators.

V. CONCLUSION

In this paper, we have addressed a statistical comparison of the performance of the G-MUSIC and MUSIC method for widely spaced DoA and uncorrelated source signals, versus SNR (dB).
DoA estimation, in an asymptotic regime where the number of sensors $M$ and the number of samples $N$ both converge to infinity at the same rate. Two scenarios were considered. In a first scenario where the source DoA are widely spaced (i.e. fixed with respect to $M,N$), we have proved that both MUSIC and G-MUSIC exhibit the same asymptotic performance in terms of consistency and asymptotic Gaussianity. In a second scenario where the source data are closely spaced (i.e. with an angular separation of the order of a beamwidth $O(M^{-1})$), we have proved that G-MUSIC is still $N$-consistent, while MUSIC is no more able to separate the DoA. The asymptotic Gaussianity of G-MUSIC and the identification of its asymptotic MSE provided in this paper hold under general conditions, including correlation between sources, and extend previous existing results which were only valid for asymptotically uncorrelated source signals.

APPENDIX A

**Comparison between the Unconditional Subspace Estimator of [13] with the Estimator (16).**

In this section, we establish (23) when the source signals are deterministic signals satisfying Assumption 1. For this, we first recall that the unconditional estimator $\hat{\eta}_{N,u}$ proposed in (16) can be written as

$$
\hat{\eta}_{N,u} = \frac{1}{2\pi} \int_{\partial R} d_{1,N}(\Sigma N \Sigma N - zI)^{-1} d_{2,N} \hat{g}_N(z)dz,
$$

(37)

where $\hat{g}_N(z)$ is defined by

$$
\hat{g}_N(z) = \frac{(1 - c_N) + cz\hat{m}_N(z)}{(1 - c_N) - cNz \hat{m}_N(z)},
$$

and where $\partial R$ is a contour enclosing the interval $[\lambda^2(1 - \sqrt{\sigma^2}) - \epsilon, \lambda^2(1 + \sqrt{\sigma^2}) + \epsilon]$, $\epsilon$ being chosen in such a way that $\lambda^2(1 + \sqrt{\sigma^2}) + \epsilon < \lambda_k$, and where we recall that $\hat{m}_N(z) = \frac{1}{M} \text{tr}(\Sigma N \Sigma N - zI)^{-1} (\hat{m}_N(z)$ represents the derivative of $\hat{m}_N(z)$ w.r.t. $z$). Using condition (7), it is easily seen that $\hat{m}_N(z) = m(z) + o_p\left(\frac{1}{\sqrt{N}}\right)$, that $\hat{m}_N(z) = \bar{m}(z) + o_p\left(\frac{1}{\sqrt{N}}\right)$, and using an additional argument such as in [22, Sec. 4.1], one can show

$$
\hat{\eta}_{N,c} = \frac{1}{2\pi} \int_{\partial R} d_{1,N}(\Sigma N \Sigma N - zI)^{-1} d_{2,N} g(z)dz + o_p\left(\frac{1}{\sqrt{N}}\right),
$$

where

$$
g(z) = \frac{(1 - c) + czm(z)}{(1 - c) - czm(z)}.
$$

It is established in [22] that

$$
\hat{\eta}_N = \frac{1}{2\pi} \int_{\partial R} d_{1,N}(\Sigma N \Sigma N - zI)^{-1} d_{2,N} \frac{w'(z)}{1 + \sigma^2cm(z)}dz + o_p\left(\frac{1}{\sqrt{N}}\right),
$$

The conclusion follows from the identity

$$
g(z) = \frac{w'(z)}{1 + \sigma^2cm(z)},
$$

which can be checked easily.

**APPENDIX B**

**Proof of Theorem 5**

The consistency of G-MUSIC is already established in [6], and we prove hereafter the consistency of MUSIC. From Theorem 2, we have for all $\theta \in [-\pi, \pi]$

$$
\hat{\eta}_N^{(t)}(\theta) = \eta_N^{(t)}(\theta) + o(1),
$$

(38)

with probability one, where

$$
\eta_N^{(t)}(\theta) = 1 - a(\theta)^*U_N D U_N^*a(\theta),
$$

with $U_N = [u_{1,N}, \ldots, u_{K,N}]$ and $D = \text{diag}(d_1, \ldots, d_K)$ with

$$
d_k = \frac{\lambda^2_k - \sigma^2\epsilon}{\lambda_k + \sigma^2\epsilon}.
$$

It is easily seen that $d_1 > d_2 > \ldots > d_K$. Applying verbatim the steps of [6, Sec. 3.3], (38) can be strengthened to

$$
\sup_{\theta \in [-\pi, \pi]} \left| \eta_N^{(t)}(\theta) - \eta_N^{(t)}(\theta) \right| \underset{N \to \infty}{\longrightarrow} 0.
$$

(39)

Using the fact that $U_N$ and $A$ share the same image, we have

$$
U_N = A (A^* A)^{-1/2} V_N,
$$

where $V_N$ is a $K \times K$ unitary matrix given by $V_N = (A^* A)^{-1/2} A^* U_N$. Since $\theta_1, \ldots, \theta_K$ are fixed with respect to $N$, we also have $A^* A \rightarrow I_K$ as $N \rightarrow \infty$. It is clear that if $l \neq k$, then it holds that

$$
\sup_{\theta \in I_K} \left| a(\theta)^*a(\theta_l) \right| \rightarrow 0
$$

From this, we obtain immediately that

$$
\sup_{\theta \in I_K} \left| a(\theta)^*U_N - a(\theta)^*a(\theta_k)e_k V_N \right| \rightarrow 0
$$

and that, for all $k = 1, \ldots, K$,

$$
\sup_{\theta \in I_k} \left| \eta_N^{(t)}(\theta) - \left(1 - a(\theta)^*a(\theta_k)^2 e_k^* V_N D V_N^* e_k \right) \right| \rightarrow 0
$$

(40)

Moreover, it holds that

$$
\sup_{\theta \notin U_k I_k} \eta_N^{(t)}(\theta) \rightarrow 1
$$

(41)

We claim that

$$
\hat{\theta}_{k,N}^{(t)} \underset{N \to \infty}{\longrightarrow} \theta_k
$$

(42)

To verify this, we first remark that (39) and (40) used at point $\theta = \hat{\theta}_{k,N}^{(t)}$ lead to

$$
\left| \eta_N^{(t)}(\hat{\theta}_{k,N}^{(t)}) - \left(1 - a(\hat{\theta}_{k,N}^{(t)})^*a(\theta_k)^2 e_k^* V_N D V_N^* e_k \right) \right| \rightarrow 0
$$

almost surely. As function of $\theta$, $|a(\theta)^*a(\theta_k)^2|$ has a unique global maximum at $\theta_k$ and that $e_k^* V_N D V_N^* e_k$ is lower
bounded by $d_K > 0$ so we deduce that (42) holds. Otherwise, one could extract from sequence $(\hat{t}^{(t)}_{k,N})_{N \geq 1}$ a subsequence
\[
(\hat{t}^{(t)}_{k,\phi(N)})
\]
converging towards a point $\theta_* \neq \theta_k$ almost surely. This would imply that
\[
\hat{\eta}^{(t)}_{\phi(N)}(\hat{\theta}^{(t)}_{k,\phi(N)}) - \hat{\eta}^{(t)}_{\phi(N)}(\theta_*) 
\]
and that
\[
\hat{\eta}^{(t)}_{\phi(N)}(\hat{\theta}^{(t)}_{k,\phi(N)}) - \left(1 - |a(\theta_*)^* a(\theta_*)|^2 \right) e_k^* V_N D V_N^* e_k \rightarrow 0.
\]
However, (39) and (40) used at point $\theta = \theta_k$ imply that
\[
\hat{\eta}^{(t)}_{\phi(N)}(\theta_k) - (1 - e_k^* V_N D V_N^* e_k) \rightarrow 0.
\]
Therefore, for $\epsilon > 0$ small enough, it holds that
\[
\sup_{\theta \in [-\pi, \pi]} |\hat{\eta}^{(t)}_{\phi(N)}(\theta_k) - \hat{\eta}^{(t)}_{\phi(N)}(\hat{\theta}^{(t)}_{k,\phi(N)}) - \epsilon|
\]
for each $N$ large enough, a contradiction.

We now improve (42) by showing that
\[
N \left(\hat{t}^{(t)}_{k,N} - \theta_k\right) \xrightarrow{a.s.} 0, \quad (43)
\]
and for that purpose we follow the approach of [8] (also used in [6, Sec. 4]). By definition, we have
\[
\sup_{\theta \in [-\pi, \pi]} \left|\hat{\eta}^{(t)}_{N}(\hat{\theta}^{(t)}_{k,N}) - \hat{\eta}^{(t)}_{N}(\hat{\theta}^{(t)}_{N})\right| \leq \sup_{\theta \in [-\pi, \pi]} \left|\hat{\eta}^{(t)}_{N}(\hat{\theta}^{(t)}_{k,N}) - \hat{\eta}^{(t)}_{N}(\hat{\theta}^{(t)}_{N})\right|
\]
and from (39) and (40) used at point $\theta = \theta_k$, we obtain
\[
\limsup_{N \rightarrow \infty} \sup_{\theta \in [-\pi, \pi]} \left|\hat{\eta}^{(t)}_{N}(\hat{\theta}^{(t)}_{k,N}) - \hat{\eta}^{(t)}_{N}(\hat{\theta}^{(t)}_{N})\right| = 1 - \liminf_{N \rightarrow \infty} e_k^* V_N D V_N^* e_k < 1, \quad (44)
\]
where the last inequality comes from the fact that $e_k^* V_N D V_N^* e_k \geq d_K > 0$.

APPENDIX C

PROOF OF THEOREM 6

Recall from (25) that we have $\sup_{\theta} |\hat{\eta}(\theta) - \eta_N(\theta)| \rightarrow 0$ with probability one, with
\[
\eta_N(\theta) = a(\theta)^* \Pi_N a(\theta) = 1 - a(\theta)^* A (A^* A)^{-1} A^* a(\theta).
\]
From Assumption 3, we have $\sup_{\theta} |\hat{\eta}(\theta) - \eta_N(\theta)| \rightarrow 0$ where
\[
\hat{\eta}(\theta) = 1 - \frac{1}{1 - \text{sinc}(\frac{\alpha}{2})^2} a(\theta)^* A^* (A^* A)^{-1} A^* a(\theta), \quad (45)
\]
where
\[
T = \left[\frac{1}{\text{sinc}(\frac{\alpha}{2})^2} - e^{i\alpha c/2} \text{sinc}(\frac{\alpha c}{2})\right].
\]
Note that
\[
\limsup_{N \rightarrow \infty} |\hat{\eta}(\theta_{1,N})| \leq \limsup_{N \rightarrow \infty} |\hat{\eta}(\theta_{1,N})| = 0. \quad (46)
\]
We next rely on the following lemma.

Lemma 1. If $(\psi_N)$ is a sequence of $[-\pi, \pi]$ such that $|\psi_N - \theta_1| \rightarrow \infty$, then
\[
\eta_N(\psi_N) \xrightarrow{N \rightarrow \infty} 1.
\]
Moreover, for any compact $K \subset \mathbb{R}$,
\[
\sup_{\beta \in K} |\eta_N\left(\theta_{1,N} + \frac{\beta}{N}\right) - (1 - \kappa(\beta))| \xrightarrow{N \rightarrow \infty} 0,
\]
where
\[
\kappa(\beta) = \frac{1}{1 - \text{sinc}(\alpha c/2)^2} \left(\text{sinc}(\beta c/2)^2 + \text{sinc}((\beta - \alpha)c/2)^2 - 2 \text{sinc}(\alpha c/2) \text{sinc}(\beta c/2) \text{sinc}((\beta - \alpha)c/2)\right)
\]
is such that $\kappa(\beta) \leq 1$ with equality if and only if $\beta = 0$ or $\beta = \alpha$.

Proof. The two convergences can be easily obtained from (45). It thus remains to establish that $\kappa(\beta) \leq 1$ with equality if and only if $\beta = 0$ or $\beta = \alpha$. Consider the Hilbert space $L^2([-\pi, \pi])$ endowed with the usual scalar product $<z_1, z_2> = \int_0^\pi z_1(t) z_2(t)^* dt$, and let $x_1, x_2, y \in L^2([-\pi, \pi])$ defined by $x_1(t) = 1, x_2(t) = e^{i \alpha c t}$ and $y(t) = e^{i \beta c t}$.

Straightforward computations show that $\kappa(\beta)$ coincides with the squared norm of the orthogonal projection of $y$ onto $\text{span}\{x_1, x_2\}$. Since $y$ is unit-norm, it is clear that $\kappa(\beta) \leq 1$, and the equality holds if and only if $y \in \text{span}\{x_1, x_2\}$, which is obviously the case if and only if $\beta = 0$ or $\beta = \alpha$. □

From Lemma 1, the function $\kappa$ admits a global maximum, equal to 1, at the unique points 0 and $\alpha$ and
\[
\sup_{\beta \in [-\pi, \pi]} |\eta_N\left(\theta_{1,N} + \frac{\beta}{N}\right) - (1 - \kappa(\beta))| \xrightarrow{N \rightarrow \infty} 0.
\]
Thus,
\[
\hat{\eta}(\theta_{1,N}) = 1 - \kappa \left(N(\hat{\theta}_{1,N} - \theta_{1,N})\right) + o(1),
\]
which completes the proof of Theorem 6.
and since $\hat{\eta}_N(\tilde{\theta}_{1,N}) \to 0$ a.s., we deduce that $N(\tilde{\theta}_{1,N} - \theta_{1,N}) \to 0$ a.s. We obtain similarly the same results for $\tilde{\theta}_{2,N}$.

We now consider the consistency of the traditional MUSIC estimates. From (39),

$$\sup_{\theta \in [-\pi, \pi]} \left| \eta^{(t)}_N(\theta) - \tilde{\eta}^{(t)}_N(\theta) \right|_{\text{a.s.}} N \to \infty 0,$$

where $\eta^{(t)}_N(\theta) = 1 - a(\theta)^* U_N D U_N^* a(\theta)$. From Assumption 3, $N^{-1} S_N^* S_N \to I$, and using the fact that

$$A^* A \xrightarrow{N \to \infty} \begin{bmatrix} e^{-i\alpha c/2} \text{sinc}(\alpha c/2) & 1 \\ e^{i\alpha c/2} \text{sinc}(\alpha c/2) & 1 \end{bmatrix},$$

together with a singular value decomposition of $A$, straightforward computations yield

$$\sup_{\theta} \left| \eta^{(t)}_N(\theta) - \tilde{\eta}^{(t)}_N(\theta) \right|_{\text{a.s.}} N \to \infty 0,$$

where $\eta^{(t)}_N(\theta) = 1 - a(\theta)^* A \tilde{V} D V^* A^* a(\theta)$ and where $\tilde{V}$ is $2 \times 2$ unitary matrix given by

$$\tilde{V} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & e^{i\alpha c/2} \\ -e^{-i\alpha c/2} & 1 \end{bmatrix},$$

and $\tilde{D}$ is a $2 \times 2$ diagonal matrix defined by

$$\tilde{D} = \begin{bmatrix} d_1(\alpha) & 0 \\ 0 & d_2(\alpha) \end{bmatrix},$$

where

$$d_1(\alpha) = \frac{(1 - |\text{sinc}(\alpha c/2)|)^2 - \sigma^2 c}{(1 - |\text{sinc}(\alpha c/2)|)(1 - |\text{sinc}(\alpha c/2)| + \sigma^2 c)}$$

$$d_2(\alpha) = \frac{(1 + |\text{sinc}(\alpha c/2)|)^2 - \sigma^2 c}{(1 + |\text{sinc}(\alpha c/2)|)(1 + |\text{sinc}(\alpha c/2)| + \sigma^2 c)}.$$

We now use the following result, whose proof is similar to the one of Lemma 1.

**Lemma 2.** If $(\psi_N)$ is a sequence of $[-\pi, \pi]$ such that $N |\psi_N - \theta_{1,N}| \to \infty$, then

$$\eta^{(t)}_N(\psi_N) \xrightarrow{N \to \infty} 1.$$ 

Moreover, for any compact $K \subset \mathbb{R},$

$$\sup_{\beta \in K} \left| \eta^{(t)}_N(\theta_1 + \beta \frac{N}{\kappa^{(t)}(\beta)}) - (1 - \kappa^{(t)}(\beta)) \right|_{\text{a.s.}} N \to \infty 0,$$

where

$$\kappa^{(t)}(\beta) =$$

$$(\text{sinc}(\beta c/2) - \text{sinc}((\beta - \alpha c/2)^c/2))^2 2 \frac{d_1(\alpha)}{(1 - |\text{sinc}(\alpha c/2)|)}$$

$$+ (\text{sinc}(\beta c/2) + \text{sinc}((\beta - \alpha c/2)^c/2))^2 2 \frac{d_2(\alpha)}{(1 + |\text{sinc}(\alpha c/2)|)}.$$

Function $\kappa^{(t)}$ does not admit in general a local maximum at 0 or $\alpha$. In effect, it is easy to find values of $\alpha$ for which $\kappa^{(t)}(0)$ and $\kappa^{(t)}(\alpha)$ are not local maxima of function $\kappa^{(t)}$. For example, if $\alpha = \frac{\pi}{c}$, we easily check that $\kappa^{(t)}(\beta) \neq 0$ for $\beta = 0$ and $\beta = \alpha$.

From Lemma 2, we have with probability one,

$$\tilde{\eta}^{(t)}_N(\tilde{\theta}_{1,N}) = 1 - \kappa^{(t)} \left( N \left( \tilde{\theta}_{1,N} - \theta_{1,N} \right) \right) + o(1).$$

Assume $N \left( \tilde{\theta}_{1,N} - \theta_{1,N} \right) \to 0$. Then $\tilde{\eta}^{(t)}_N(\tilde{\theta}_{1,N}) \to 1 - \kappa^{(t)}(0)$. If $0$ and $\alpha$ are not local maxima of $\kappa^{(t)}$, let $\beta \in \left[ -\frac{\alpha c}{2}, \frac{\alpha c}{2} \right]$ such that $\kappa^{(t)}(0) < \kappa^{(t)}(\beta)$, and $(\psi_N)$ a sequence such that $N (\psi_N - \theta_{1,N}) \to \beta$. Then

$$\limsup_{N \to \infty} \tilde{\eta}^{(t)}_N(\tilde{\theta}_{1,N}) \leq \limsup_{N \to \infty} \tilde{\eta}^{(t)}_N(\psi_N) = 1 - \kappa^{(t)}(\beta)$$

$$< 1 - \kappa^{(t)}(0),$$

which is a contradiction.

**APPENDIX D**

**PROOF OF THEOREM 7**

To prove Theorem 7, we will use the classical $\Delta$-method, as in e.g. Hachem et al. [7].

We consider the settings of Assumption 2 or Assumption 3, and make appear the dependence in $N$ for the DoA in both scenarios, which we denote by $\theta_{1,N}, \ldots, \theta_{K,N}$. Let $k = 1, \ldots, K$. Using Theorem 5 under Assumption 2 (respectively Theorem 6 under Assumption 3), as well as a Taylor expansion around $\theta_{k,N}$, we obtain

$$\hat{\eta}^{(t)}_N \left( \tilde{\theta}_{k,N} \right) = \hat{\eta}_N \left( \theta_{k,N} \right) + \left( \tilde{\theta}_{k,N} - \theta_{k,N} \right) \hat{\eta}^{(2)}_N \left( \theta_{k,N} \right)$$

$$+ \frac{\tilde{\theta}_{k,N} - \theta_{k,N}}{2} \hat{\eta}^{(3)}_N \left( \tilde{\theta}_{k,N} \right),$$

where $\hat{\theta}_{k,N} \in \left( \min \left\{ \tilde{\theta}_{k,N}, \theta_{k,N} \right\}, \max \left\{ \tilde{\theta}_{k,N}, \theta_{k,N} \right\} \right)$. Since by definition, $\hat{\eta}^{(t)}_N \left( \tilde{\theta}_{k,N} \right) = 0$, we obtain

$$\tilde{\theta}_{k,N} - \theta_{k,N} = - \frac{\hat{\eta}^{(3)}_N \left( \tilde{\theta}_{k,N} \right)}{\hat{\eta}^{(2)}_N \left( \tilde{\theta}_{k,N} \right) + \frac{\alpha_k - \tilde{\theta}_{k,N}}{N} \frac{\hat{\eta}^{(3)}_N \left( \tilde{\theta}_{k,N} \right)}{\hat{\eta}^{(2)}_N \left( \tilde{\theta}_{k,N} \right)}}.$$ 

As the $j$-th derivative $a^{(j)}(\theta)$ satisfies $\sup_\theta \| a^{(j)}(\theta) \| \sim M^j$, we deduce from [6] that

$$\frac{1}{N^3} \hat{\eta}^{(3)}_N \left( \tilde{\theta}_{k,N} \right) = O(1)$$

with probability one. Theorem 5 implies

$$\left( \tilde{\theta}_{k,N} - \theta_{k,N} \right) \frac{\tilde{\eta}^{(3)}_N \left( \tilde{\theta}_{k,N} \right)}{N^2} \xrightarrow{\text{a.s.}} 0,$$

and we obtain

$$N^{3/2} \left( \tilde{\theta}_{k,N} - \theta_{k,N} \right) = - \frac{1}{\sqrt{N}} \hat{\eta}^{(3)}_N \left( \theta_{k,N} \right) + o_P(1).$$

By using (15) and the fact that $\Pi_N a(\theta) = 0$, we can write

$$\frac{1}{N^2} \hat{\eta}^{(2)}_N \left( \theta_{k,N} \right) = 2 a'(\theta_{k,N})^* \Pi_N a'(\theta_{k,N}) \left( \theta_{k,N} \right) + o_P(1)$$

$^6$The boundedness (47) can be obtained using the techniques developed in the proof of [6, Th. 3.1] (see also equation (1.3) in the introduction part of this reference).
Under Assumption 2, the basic convergences $A^*A \to I$, as $N \to \infty$, as well as
\[
\left\| \frac{1}{N} a'(\theta_{k,N}) \right\|^2 \to \frac{\epsilon^2}{3}
\]
and
\[
\left\| \frac{1}{N} a'(\theta_{k,N})^* a(\theta_{k,N}) \right\| \to \frac{\epsilon^2}{12} \delta_{k,l}
\]
prove that
\[
\frac{a'(\theta_{k,N})^*}{N} \Pi_N a'(\theta_{k,N}) \to \frac{\epsilon^2}{4} \delta_{k,l}
\]
Under Assumption 3, we use the arguments in the proof of Lemma 1. Indeed, let $x_1, x_2, y \in \mathcal{L}_2^2([0,1])$ defined by
\[
x_1(t) = 1, \quad x_2(t) = e^{ict} \quad \text{and} \quad y(t) = ic \tau.
\]
Then, we observe that $\frac{a'(\theta_{k,N})^*}{N} \Pi_N a'(\theta_{k,N})$ converges to the squared norm of the orthogonal projection of $y$ onto span$\{x_1, x_2\}$. Thus, we deduce again that
\[
\liminf_{N \to \infty} \frac{a'(\theta_{k,N})}{N} \Pi_N a'(\theta_{k,N}) > 0.
\]
Consider now the quantity $\gamma_N$ introduced in (17), where we set
\[
d_{1,N} = \frac{a'(\theta_{k,N})}{N} \quad \text{and} \quad d_{2,N} = a(\theta_{k,N}).
\]
Obviously,
\[
\gamma_N \geq \frac{a'(\theta_{k,N})^*}{N} \Pi_N a'(\theta_{k,N}) \frac{\sigma^2(\lambda_{\ell} + \sigma^2)}{4(\lambda_{\ell} - \sigma^2)} \left| a(\theta_{k,N})^* u_{\ell,N} \right|^2
\]
\[
\geq D \frac{a'(\theta_{k,N})^*}{N} \Pi_N a'(\theta_{k,N})\frac{\sigma^2(\lambda_{\ell} + \sigma^2)}{4(\lambda_{\ell} - \sigma^2)} : \ell = 1, \ldots, K
\]
where $D = \min \left\{ \frac{\sigma^2(\lambda_{\ell} + \sigma^2)}{4(\lambda_{\ell} - \sigma^2)} : \ell = 1, \ldots, K \right\} > 0$. Therefore, under Assumption 2 or Assumption 3, we obtain
\[
\liminf_{N \to \infty} \gamma_N > 0.
\]
Since
\[
\hat{\gamma}'_N (\theta_{k,N}) = 2 \text{Re} \left( \frac{a'(\theta_{k,N})^*}{N} \left( I - \sum_{k=1}^{K} b_{k,N} \bar{u}_{k,N} \right) a(\theta_{k,N}) \right)
\]
Theorem 3 applied with $d_{1,N} = \frac{a'(\theta_{k,N})}{N}$, $d_{2,N} = a(\theta_{k,N})$ gives
\[
\hat{\gamma}'_N (\theta_{k,N}) \frac{d}{2 \sqrt{N} \sqrt{\gamma_N}} \to N(0,1),
\]
Gathering this convergence with (48), we eventually obtain (31).