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In this work, we present an improvement of a computational methodology for the uncertainty quantification of structures in presence of geometric nonlinearities. The implementation of random uncertainties is carried out through the nonparametric probabilistic framework from a nonlinear reduced-order model. With such usual modeling, it is difficult to analyze the influence of uncertainties on the nonlinear part of the operators with respect to its linear counterpart. In order to address this problem, an approach is proposed to take into account uncertainties for both the linear and the nonlinear operators. The methodology is then validated in the context of the nonlinear post-buckling of a cylindrical shell and in the context of a nonlinear mistuned industrial integrated bladed-disk.
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1. INTRODUCTION

This work proposes an improvement of the uncertainty quantification in computational structural dynamics with nonlinear geometrical effects, based on the nonparametric probabilistic approach. With respect to all the previous published works, the novelties presented in this paper concern (1) an improvement of the numerical implementation of the stochastic modeling by introducing a second statistical reduction related to the nonlinear stochastic operators, (2) a validation on two industrial applications, and (3) an analysis concerning the existence of several uncertain branches in the stochastic post-buckling behavior of thin cylindrical shells.

In this paper, we focus on the probabilistic aspects for modeling uncertainties when dealing with structures which undergo nonlinear geometrical effects induced by the large strains and large displacements. Hereinafter, we begin this introduction with a brief history concerning structural dynamical analyses for which nonlinear phenomena combined with the presence of uncertainties are taken into account. Thanks to the improved performance of multi-core processors adapted to the parallelization and to the distribution of the numerical computation, associated with technological advances such as the elaboration of new multi-functional materials and 3D-printing technology for manufacturing optimized structures with complex shapes, there are many industrial applications, which require such modeling in order to obtain robust predictions with respect to uncertainties in the computational models.

One essential aspect is to pay a particular attention to the nonlinear effects that can occur. Many research efforts have been made in the field of modeling local nonlinearities [1–3] such as nonlinear contact interfaces, but also on global nonlinearities in a civil engineering context [4] as well as in a noise and vibration isolation context [5], in the turbomachinery context [6–8] or for thin or slender structures.
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More sophisticated developments have been made in a finite element context by developing nonlinear reduced-order models [16–24].

Moreover, in many industrial applications, for which the investigated structures present a high complexity level, deterministic nonlinear computational models are in general not sufficient to accurately predict their dynamical behavior. Uncertainties have then to be taken into account in the computational models by using probabilistic models as soon as the probability theory can be used. Recently, a computational methodology adapted to the uncertainty quantification of structures in presence of geometric nonlinearities has been proposed and validated in the context of structural dynamics [20, 25–27]. The implementation of random uncertainties is carried out through the nonparametric probabilistic framework from a nonlinear reduced-order model. It has been shown that such approach was adapted to the geometrical nonlinear case, by introducing a dedicated stiffness positive-definite operator self-containing the integrality of the information concerning the nonlinear geometric stiffness contributions. Nevertheless, its dimension increases with the square of the dimension of the nonlinear-reduced order model, requiring a large number of uncertain random germs. Consequently, establishing criteria for analyzing the influence of uncertainties on the nonlinear part of the operators with respect to its linear counterpart is difficult. The main idea for reducing the size of the random germ is to use a second reduction before implementing the model of uncertainties. It is then possible to coherently take into account uncertainties on both the linear operator and the nonlinear one.

The paper is organized as follows. In Section 2, after summarizing the main steps of the complete methodology, we present the implementation of the model uncertainties. After recalling the usual way to implement uncertainties on the linear or nonlinear operators in the context of the nonparametric probabilistic method, it is pointed out that both situations do not appear to be compatible since no meaningful comparison can be made. A reasonable and logical requirement consists in using the same random germ for both situations, with a feasibility constraint controlled by the size of the random germ. This is achieved by replacing the Cholesky factorization of the dedicated stiffness positive-definite operator by another factorization obtained from a usual eigenvalue problem for which only the contributions related to the largest eigenvalues are kept. In Section 3, the methodology is applied to two realistic numerical applications. The first one concerns the nonlinear static analysis of the post-buckling of an uncertain thin cylindrical shell and the second one deals with the nonlinear dynamical analysis of a mistuned industrial centrifugal compressor.

2. CONSTRUCTION OF THE COMPUTATIONAL MODEL

2.1 Overview of the computational methodology

Recently, a complete methodology has been proposed for the nonlinear dynamical or static analysis of uncertain structures taking into account the nonlinear geometrical effects induced by large displacements and large strains that can occur in the structure. The main steps of such methodology can be briefly summarized as follows.

i. Construction of the finite element model for the structure.

ii. Construction of a projection basis adapted to the problem analyzed. Such construction can be achieved by using, for instance, Proper Orthogonal Decomposition on the nonlinear static reference response of the structure (without any uncertainties) [28–31] or by using the elastic modes of the underlying mean linear dynamical computational model. The projection basis is represented by a matrix denoted by $[\Phi]$.

iii. Direct construction of the mean nonlinear reduced-order model by projection of the finite element operators on the constructed projection basis [20, 26]. This means that the Galerkin method is applied to the boundary value problem yielding the continuous reduced-order model, and that
the nonlinear operators related to this obtained reduced-order model are discretized by the finite element method.

iv. Construction of the external loads corresponding to (1) an incremental static load adapted to the nonlinear static context, (2) a time load for which its Fourier transform is constant in the chosen frequency band of excitation and allowing the nonlinear forced response to be computed in the time domain [27, 32].

v. Implementation of the uncertainties through the nonparametric probabilistic framework [33] in a nonlinear geometrical context.

vi. Computation of the response of the stochastic nonlinear differential equation in the time domain by using an adapted efficient algorithm based on the arc-length methods [26, 27]. The solution of this stochastic nonlinear reduced-order model is calculated using the Monte Carlo numerical simulation, using an implicit and unconditionally stable integration scheme (Newmark method with the averaging acceleration scheme) combined with either the fixed point method or the Crisfield arc-length based algorithm [27, 34], depending on the nonlinearity rate. A posterior nonlinear dynamical analysis is performed in the frequency domain by using Fast Fourier Transform.

All the details concerning the theoretical construction of such methodology and its applications in an industrial context can be found in [20, 27].

2.2 Focus on the modeling of uncertainties

From now on, this Section is focussed on item v. of Section 2.1, which concerns the numerical modeling of uncertainties from the nonparametric probabilistic methodology introduced in [35]. The main question concerns the capability of introducing uncertainties when nonlinear geometric effects occur depending on the fact that these nonlinearities can be considered either deterministic or uncertain.

2.2.1 Stochastic nonlinear reduced order model

In a general way, the stochastic nonlinear reduced-order model is described by the following stochastic nonlinear differential equation of order $M$, whose solution is described by the $\mathbb{R}^M$-valued random generalized coordinates vector $\mathbf{Q}$:

$$[\mathbf{M}] \ddot{\mathbf{Q}} + \left( [\mathbf{D}] + [\mathbf{C}(\Omega)] \right) \dot{\mathbf{Q}} + \left( [\mathbf{K}^{(e)}] + [\mathbf{K}^{(r)}(\Omega)] + [\mathbf{K}^{(g)}] \right) \mathbf{Q} + \mathbf{F}^{NL}(\mathbf{Q}) = \mathbf{F} , \quad (1)$$

in which the reduced operators $[\mathbf{M}]$, $[\mathbf{K}^{(g)}]$ and $[\mathbf{K}^{(r)}]$ are the random mass, geometrical stiffness, and elastic stiffness real matrices with values in the set of the positive-definite $(M \times M)$ matrices. The reduced operators $[\mathbf{C}(\Omega)]$ and $[\mathbf{K}^{(c)}(\Omega)]$ are related to the rotational motion of the structure with constant velocity $\Omega$. These operators represent the random gyroscopic coupling term with values in the set of the skew-symmetric $(M \times M)$ matrices and the random centrifugal stiffness term with values in the set of the negative-definite $(M \times M)$ matrices. In Eq. (1), the components of the nonlinear reduced internal force $\mathbf{F}^{NL}(\mathbf{Q})$, resulting from the presence of geometric nonlinearities, is defined by

$$F^{NL}_\alpha(\mathbf{Q}) = K^{(2)}_{\alpha\beta\gamma} Q\beta Q\gamma + K^{(3)}_{\alpha\beta\gamma\delta} Q\beta Q\gamma Q\delta , \quad (2)$$

in which the geometric nonlinearities are taken into account through the quadratic and the cubic stiffness contributions $K^{(2)}_{\alpha\beta\gamma}$ and $K^{(3)}_{\alpha\beta\gamma\delta}$. Note that the detailed expressions of these operators and of the external force $\mathbf{F}$ can be found in [20, 27]. The random nonlinear displacement $\mathbf{U}$ is written as

$$\mathbf{U} = [\Phi] Q , \quad (3)$$

The stochastic solver is briefly summarized in item vii. of Section 2.1.
2.2.2 Recalling a strategy for modeling uncertainties based on the nonparametric probabilistic method

Model 1 (M1). The classical use of the nonparametric modeling of uncertainties would consist in introducing random matrices of the uncertain linear operators, keeping the nonlinear geometric terms deterministic. In that case, the random matrix $[\mathbf{K}^{(\varepsilon)}]$ would be defined by

$$
[\mathbf{K}^{(\varepsilon)}] = [L_{K^{(\varepsilon)}}]^T [\mathbf{G}_{K^{(\varepsilon)}}(\delta_{K^{(\varepsilon)}})] [L_{K^{(\varepsilon)}}],
$$

in which $[\mathbf{K}^{(\varepsilon)}]$ would be the $(M \times M)$ upper triangular matrix issued from the Cholesky factorization of $\mathcal{E}(\mathbf{K}^{(\varepsilon)}) = [\mathbf{K}^{(\varepsilon)}]$ defined by the corresponding mean reduced deterministic model, and where $[\mathbf{G}_{K^{(\varepsilon)}}(\delta_{K^{(\varepsilon)}})]$ would be a full random matrix with values in the set of all the positive-definite symmetric $(M \times M)$ matrices.

Model 2 (M2). In the approach proposed in [25] and implemented in [20, 26, 36], the uncertainties are globally introduced on all linear and nonlinear stiffness terms. This requires to explicitly construct the $(P \times P)$ real matrix $[\mathbf{K}]$ with

$$
P = M(M + 1)
$$

defined by

$$
[\mathbf{K}] = \begin{bmatrix}
[\mathbf{K}^{(\varepsilon)}] & \tilde{[\mathbf{K}^{(2)}]} \\
\tilde{[\mathbf{K}^{(2)}]^T} & 2[\mathbf{K}^{(3)}]
\end{bmatrix},
$$

in which the matrix blocks $\tilde{[\mathbf{K}^{(2)}]}$ and $[\mathbf{K}^{(3)}]$ are the $(M \times M^2)$ and the $(M^2 \times M^2)$ real matrices resulting from the following reshaping operation

$$
\begin{align*}
[\tilde{\mathbf{K}}^{(2)}]_{\alpha J} &= \tilde{\mathbf{K}}^{(2)}_{\alpha \beta \gamma}, J = (\beta - 1)M + \gamma, \\
[\mathbf{K}^{(3)}]_{IJ} &= \mathbf{K}^{(3)}_{\alpha \beta \gamma \delta}, I = (\alpha - 1)M + \beta, J = (\gamma - 1)M + \delta.
\end{align*}
$$

In Eq.(7), the quadratic operator $\tilde{\mathbf{K}}^{(2)}$ is such that

$$
\mathbf{K}^{(2)}_{\alpha \beta \gamma} = \frac{1}{2} (\tilde{\mathbf{K}}^{(2)}_{\alpha \beta \gamma} + \tilde{\mathbf{K}}^{(2)}_{\beta \gamma \alpha} + \tilde{\mathbf{K}}^{(2)}_{\gamma \alpha \beta}).
$$

It has been shown in [25] that matrix $[\mathbf{K}]$ is a symmetric and positive-definite matrix and can then be written as $[\mathbf{K}] = [L_K]^T [L_K]$. Consequently, the nonparametric probabilistic approach can be extended to the geometrically nonlinear context and the construction of random matrix $[\mathbf{K}]$ is straightforward and is written as

$$
[\mathbf{K}] = [L_K]^T [\mathbf{G}_K(\delta^{NL}_K)] [L_K].
$$

Then random matrix $[\mathbf{K}]$ can be block-decomposed similarly to Eq (5) so that the random stiffness terms $\mathbf{K}^{(\varepsilon)}_{\alpha \beta \gamma}, \tilde{\mathbf{K}}^{(2)}_{\alpha \beta \gamma}$, and $\mathbf{K}^{(3)}_{\alpha \beta \gamma \delta}$ can easily be extracted. Furthermore, the random quadratic term $\mathbf{K}^{(2)}_{\alpha \beta \gamma}$ is then reconstructed from $\tilde{\mathbf{K}}^{(2)}_{\alpha \beta \gamma}$ similarly to Eq.(8).

2.2.3 Analyzing the potential difficulties of the implementation

When analyzing the nonlinear geometric response with respect to uncertainties, a difficulty arises if we want to establish a comparison between situations for which uncertainties affect both nonlinear and linear terms or only linear terms. Models (M1) and (M2) can not be used in order to set a comparison. The main reason is that the size of random germ $[\mathbf{G}_K(\delta^{NL}_K)]$ is thoroughly different from the size of random germ $[\mathbf{G}_K(\delta^{NL}_K)]$. Furthermore, there is not any established criterion concerning the calibration of the dispersion parameters $\delta^{NL}_K$ and $\delta_K^{(\varepsilon)}$ with respect to another one. In order to introduce some coherence when dealing with such a problem, having a common random germ for both situations is
logically possible. Model (M2) has to also be used even if uncertainties only affect the linear elastic stiffness term. This requires to only extract random block $K^{(e)}_{\text{red}}$ from random matrix $[K]$, keeping the nonlinear quadratic and cubic terms as deterministic terms for the nonlinear calculations. Nevertheless, this case has been investigated in [26] in the context of the post-buckling nonlinear dynamical analysis of an uncertain cylindrical shell. With such method, a strong nonlinear level of uncertainty $\delta_{NL}^2 = 0.45$ yielded an equivalent linear uncertainty level $\delta_L^2 = 0.025$ for the linear part of the structure, yielding a subsequent scale effect, preventing to distinguish any differences between the linear and nonlinear uncertainty cases. Moreover, with such method, considering uncertainties on nonlinear terms would involve with $M^2(M+1)(M+2)/2 \gg M(M+1)/2$ independent random variables. This makes the feasibility of generating random matrix $[G_K(\delta_{NL}^2)]$ difficult as $M$ increases.

Consequently, the following section proposes an improvement of the methodology, allowing both models to be coherently considered.

2.2.4 Improvement of the nonparametric modeling of uncertainties by using a second reduction

The main idea is to use another factorization of matrix $[K]$, which involves a rectangular matrix of dimension $(N \times P)$ with $N \ll P$. This is achieved by performing a reduction of matrix $[K]$. Let us then consider the eigenvalue problem

$$[K] \psi_\alpha = \lambda_\alpha \psi_\alpha .$$

(10)

Matrix $[K]$ can then be approximated by the $(P \times P)$ matrix $[\tilde{K}]$ such that

$$[\tilde{K}] = [L_K]^T [L_K] ,$$

(11)

in which $[L_K]$ is the full $(N \times P)$ matrix defined by

$$[L_K] = [A^N]^T [\Psi]^T ,$$

(12)

where $[A^N]$ is the $(N \times N)$ diagonal matrix such that $[A^N]_{\alpha \alpha} = \lambda_\alpha$, where $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N$ and where the columns of the $(P \times N)$ matrix $[\Psi]^T$ are the eigenvector $\psi_{\alpha} \in \{1, \ldots, N\}$ related to eigenvalues $\lambda_{\alpha}$. In order to estimate the value of $N$, the error function $N \mapsto \text{Conv}_K(N)$ is defined such that

$$\text{Conv}_K(N) = \sqrt{||[A] - [K]||^2_F / ||[K]||^2_F},$$

(13)

in which $||[A]||_F$ is the Frobenius norm of matrix $[A]$. $N$ is chosen such that $\text{Conv}_K(N) \leq \varepsilon$ for a given relative error $\varepsilon$. Random matrix $[K]$ is then replaced by the random matrix $[\tilde{K}]$ such that

$$[\tilde{K}] = [L_K]^T [G_K(\delta_{NL}^2)] [L_K] + ([\tilde{K} - [K]]) ,$$

(14)

in which $[G_K(\delta_{NL}^2)]$ is a $(N \times N)$ random matrix with values in the set of the symmetric positive-definite matrices. Note that Eq. (14) ensures that stiffness operator $[\tilde{K}]$ is almost surely positive definite.

Concerning the computational savings related to this proposed method, it can be quantified as follows: using the usual method described in Section 2.2.2, the computational costs are due to

i. the Cholesky factorization of positive definite matrix $[K]$, which is required once and yielding the $(P \times P)$ upper triangular matrix $[L_K]$.

ii. the construction of random matrix $[G(\delta_{NL}^2)] = [L_G]^T [L_G]$, for which $[L_G]$ is an upper random triangular matrix. Using the corresponding algebraic representation combined with $n_s$ realizations for the Monte Carlo numerical simulation, it requires the computation of $n_s P(P+1)$ independent random variables and the matrix multiplication requires about $\frac{2}{3} n_s P^3$ basic operations.
iii. the construction of random matrix $[\mathbf{K}]$ according to Eq. (9) which requires about $2n_sP^3$ basic operations.

Concerning the proposed method, the computational costs are due to

i. the numerical resolution of the eigenvalue problem of Eq.(10) and the construction of the full $(N \times P)$ matrix $[\mathbf{L}_K]$ according to Eq.(11), which is required once.

ii. the construction of random matrix $\mathbf{G}(\delta_{NL}^{KL})$, which requires the computation of $n_sN(N + 1)$ independent random variables and about $\frac{2}{3}n_sN^3$ basic operations.

iii. the construction of random matrix $[\mathbf{\tilde{K}}]$ according to Eq. (14) which requires about $4n_sN^2P$ basic operations.

Introducing $r = \frac{P}{N}$, and neglecting the time costs induced by deterministic step (1) for both methods, it can be seen that the numerical gains concerning either the generation of the random variables and the generation of random matrices by matrix multiplication are approximatively $r^2$. It should be noted that the method is efficient with the condition $M \leq N \ll P$.

It should be noted that such methodology is particularly adapted for structures which are both sensitive to uncertainties and for which nonlinear geometrical effects can no longer be neglected. In this case, a stochastic nonlinear reduced-order model is needed in order to get an accurate representation of the solution. For instance, this is encountered for post-buckling situations which undergo large displacements and whose mechanical behavior is sensitive to any perturbation of the system with the inherent possibility of following several branches yielding different mechanical behaviors. This is also encountered in the context of mistuning turbomachinery, whose dynamical response is critically sensitive to any type of uncertainties. Investigating the case of nonlinear geometrical effects is equivalent to consider flutter situations yielding small damping and consequently large dynamical displacements. These two numerical situations are illustrated in the next Section.

This work is a part of a whole methodology developed through references [20, 25–27] where both uncertainties and nonlinear geometrical effects are simultaneously taken into account through the construction of an adapted stochastic nonlinear reduced order model. The second reduction proposed in this research, not only allows a computational gain as discussed above to be obtained but also allows several dynamical behaviours to be coherently compared. More particularly, uncertainties can affect only the linear stiffness or only the nonlinear stiffness terms as well as both. For these three situations, the random germs are identical. Matrix $[\mathbf{K}]$ can be block decomposed similarly to Eq. (5). In the case for which uncertainties do only affect the linear stiffness terms, only the random elastic stiffness part is extracted from matrix $[\mathbf{K}]$, using the nonlinear deterministic terms issued from the direct construction of the mean nonlinear reduced-order model. When considering uncertainties issued from the geometrical nonlinearities, random quadratic and cubic terms are extracted from matrix $[\mathbf{K}]$ as explained in Section 2.2.2 for the model M2. The whole matrix is similarly used when considering uncertainties on both linear and nonlinear stiffness terms. The comparison between these three situations, for which the same random germ is used, is then adequate.

3. NUMERICAL APPLICATIONS

The proposed methodology is applied for two specific numerical cases with an industrial interest. The first one concerns the nonlinear static post-buckling analysis of a cylindrical shell and the second one is related to the nonlinear mistuning dynamical analysis of an industrial centrifugal compressor.
3.1 Uncertainty quantification for the static post-buckling of a cylindrical shell

In this numerical application, the static post-buckling of an uncertain cylindrical shell is considered. In such case, the stochastic nonlinear reduced-order model is described from Eqs.(1) to (3) by the following equations:

\[ \mathbf{U} = [\Phi] \mathbf{Q}, \]  
(15)  
\[ [\mathbf{K}^{(e)}] \mathbf{Q} + \mathcal{F}_{\text{NL}}(\mathbf{Q}) = \mathbf{F}. \]  
(16)

3.1.1 Description of the numerical model

The structure under consideration is a cylindrical shell that is described in a global cartesian coordinate system \((O, \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3)\), where \(O\) is the center of the ring basis and where the cylinder axis is defined along \(\mathbf{e}_3\). Its geometry is characterized by the mean radius \(r_m = 0.125 \text{ m}\), thickness \(e = 270 \times 10^{-6} \text{ m}\), and height \(h = 0.144 \text{ m}\). The bottom of the cylindrical shell is clamped to its basis. The top of the cylindrical shell is rigid with three translation dof. Concerning the excitation, a constant traction load \(F^t = 8500 \text{ N}\) is applied to delay the onset of the post-buckling. A controlled static shear point load \(F^{sb}(s)\) with magnitude of \(10,000 s\) measured in \(\text{N}\), where \(s\) is the increasing load dimensionless factor such that \(s \in \mathcal{S} = [0, 1.7]\), is then applied at the top of the shell along the direction \(\mathbf{e}_2\). The material is a linear isotropic homogeneous elastic material in the range of stresses considered for which the Young modulus \(E = 1.8 \times 10^{11} \text{ Nm}^{-2}\) and the Poisson ratio \(\nu = 0.3\). Experimental results issued from this test case can be found in \([37, 38]\). The finite element model of the structure is constituted of a regular mesh of \((n_r - 1) \times n_0 \times (n_3 - 1) = 1 \times 7,500 \times 9,599 = 712,500\) tridimensional solid finite elements with 8 nodes, in which \(n_r, n_0\) and \(n_3\) are the number of nodes along the radial, orthoradial and \(\mathbf{e}_3\) directions. The numerical model has 4,230,003 dof’s. The chosen observation \(u_{\text{obs}}(s)\) is defined at the rigid body motion at \(x_3 = h\) along the shear loading direction. It should be noted that the structure is lightly numerically pre-deformed according to the first Euler buckling mode, represented by figure 1 with a maximum amplitude of \(e\). More details concerning the construction of the numerical model can be found in \([26]\).

FIG. 1: First Euler buckling mode of the cylindrical shell.
3.1.2 Convergence analysis

The mean nonlinear reduced-order model is constructed from the nonlinear static response from the Proper Orthogonal Decomposition method [28, 29, 31, 39] with $M = 27$ vector basis in order to accurately represent the nonlinear static solution [26]. Consequently, the operator $[K]$ defined by Eq.(5) is a square matrix of order $P = 756$. Using the second reduction method described in Section 2.2.2, let $[\tilde{K}]$ be the approximation of matrix $[K]$ obtained by keeping the $N$ greatest eigenvalues. Figure 2 displays the graph of function $N \mapsto \text{Conv}_K(N)$ defined by Eq. (13). It can be shown that the convergence is fastly obtained. From now on, we choose $N = 425$ that is a value smaller than $P = 756$.

![Convergence analysis graph](image)

**FIG. 2**: Convergence analysis concerning the second reduction method: graph of function $N \mapsto \text{Conv}_K(N)$.

With the presence of random uncertainties, the nonlinear displacement observation $U_{\text{obs}}(s)$, obtained for a given increment load $s$ is a random variable. For the present case, the uncertainty level is described by dispersion parameter $\delta = 0.1$ for the random operator $[\tilde{K}]$ defined by Eq. (14). The linear elastic stiffness is uncertain, whereas the nonlinear terms remain deterministic. The convergence of the nonlinear stochastic response with respect to the second reduction method is then analyzed with respect to the number $n_s$ of realizations required by the Monte Carlo numerical simulation and with respect to the size $N$ of the second-order reduction method by introducing the following quantity

$$
\text{Conv}_2(N, n_s) = \sqrt{\frac{1}{n_s} \sum_{j=1}^{n_s} \left( \int_S \left( U_{\text{obs}}^N(s, \theta_j) \right)^2 ds \right)} ,
$$

(17)

in which $U_{\text{obs}}^N(s, \theta_j)$ is the realization $\theta_j$ of the approximation of random observation $U_{\text{obs}}(s)$ obtained with the second reduction method of size $N$. Figures 3 and 4 display the graphs $N \mapsto \text{Conv}_2(N, 3,000)$ and $n_s \mapsto \text{Conv}_2(425, n_s)$. It can be concluded that a good approximation is obtained with $N = 425$ and $n_s = 2,000$.

3.1.3 Stochastic analysis of the nonlinear static post-buckling response of the cylindrical shell.

In this Section, the stochastic nonlinear response is analyzed with respect to the load increment $s$. Two distinct uncertain branches related to the nonlinear behavior are observed. There exist some realizations for which the nonlinear response behavior is similar to the nonlinear response of the mean model. In
such case, it is observed that the nonlinear stochastic response is quasilinear and particularly robust with respect to uncertainties when $s < 0.6$. The effects of uncertainties then increase with the nonlinear effects. When the load increment $s$ belongs to $[0.6, 1]$, we observe a sudden softening, for which the confidence region quickly broadens and which corresponds to the post-buckling range. Finally, for $s > 1$, an elastic stiffening behavior appears, which is more robust to uncertainties and whose robustness remains uniform with the load increment $s$. Secondly, another branch of nonlinear behavior is observed. In this case, we again observe for $s < 0.6$ a quasi-deterministic linear elastic response. For $s > 0.6$, a slight progressive softening of the response combined with a regular increasing sensitivity with respect to uncertainties is observed. Consequently, each uncertain branch of nonlinear response is characterized by the random observations $U_{1}\text{obs}(s, \delta = 0.1)$ and $U_{2}\text{obs}(s, \delta = 0.1)$, whose confidence regions are represented by the graphs in figures 5 and 6.

Figures 7 and 8 represent the static post-buckling deformation of the cylindrical shell for a load increment $s = 1.6$. Both structures buckle according to the first Euler buckling mode. Nevertheless, the two observed branches differ by its softening evolution in the post-buckling range.
Finally, it should be noted that when uncertainties affect simultaneously both linear and nonlinear stiffness terms, only one post-buckling behavior similar to the one shown in figure 5 is observed.

3.2 Uncertainty quantification for a nonlinear mistuned industrial centrifugal compressor

In this numerical application, the nonlinear dynamics of a mistuned rotating structure with geometrical nonlinear effects are considered. The mistuning phenomenon, which destroys the natural cyclic symmetry of the bladed disk, is induced by manufacturing tolerances and variabilities of the mechanical properties, which create small discrepancies from one blade to another one. Its random character leads
FIG. 7: Static post-buckling of a realization θ of random observation $U_{obs}^1 (s = 1.6, \delta = 0.1)$. 

FIG. 8: Static post-buckling of a realization θ of random observation $U_{obs}^2 (s = 1.6, \delta = 0.1)$. 

In such a context, the dynamics of this structure is described by the following stochastic nonlinear reduced-order model deduced from Eqs. (1) to (3):

$$ U = \begin{bmatrix} \Phi \end{bmatrix} Q, $$

$$ [\mathcal{M}] \ddot{Q} + \left( [\mathcal{D}] + [\mathcal{C}(\Omega)] \right) \dot{Q} + \left( [\mathcal{K}^{(e)}] + [\mathcal{K}^{(c)}(\Omega)] \right) Q + \mathcal{F}^{NL}(Q) = \mathcal{F}. $$
3.2.1 Description of the numerical model

The structure under consideration is an industrial centrifugal compressor belonging to the class of integrated bladed disks. Due to the industrial proprietary reasons, the number $M$ of blades characterizing the order of the cyclic symmetry of the structure cannot be given. The finite element model of the structure is constructed with solid finite elements and is constituted of about $2,000,000$ dof’s. The structure is in rotation around its revolution axis with a constant velocity $\Omega = 30,750$ rpm. Since the dynamic analysis is carried out in the rotating frame of the structure, the rigid body motion due to the rotation of the structure corresponds to a fixed boundary condition at the inner radius of the structure. The bladed disk is made up of a homogeneous isotropic material. A modal damping is added in the computational model of the bladed disk.

3.2.2 Convergence analysis

The mean nonlinear reduced-order model is constructed by using $M = 60$ elastic modes of the linear tuned structure with cyclic symmetry, as shown in [27]. Consequently, $[K]$ is a square matrix of order $P = 3,660$. Figure 9 displays the graph $N \mapsto \text{Conv}_K(N)$ for which it can be shown that the convergence is fastly obtained. From now on, we choose $N = 400$.

![Graph of function $N \mapsto \text{Log}_{10}(\text{Conv}_K(N))$.](image)

FIG. 9: Convergence analysis concerning the second reduction method: graph of function $N \mapsto \text{Log}_{10}(\text{Conv}_K(N))$.

Let $\nu_0$ be the first eigenfrequency of the structure. All the quantities defined in the frequency domain are expressed with respect to $\nu/\nu_0$ in which $\nu$ is the physical frequency. The external load is a 5th engine-order excitation expressed in the time domain for which the corresponding dimensionless frequency excitation band is $\mathbb{E}_{\text{exc}} = [1.78, 2.34]$ with an intensity load taken as $2.5 \, N$. It is located at the tip of each blade [36]. The random observation $W(2\pi\nu)$ corresponds to the random displacement located at the tip of the most responding blade.

As shown in [27], it is seen that the geometric nonlinearities propagate the random response of the blade outside $\mathbb{E}_{\text{exc}}$. More particularly, it is seen that the resonance located outside $\mathbb{E}_{\text{exc}}$ has not only a non-negligible contribution but also is particularly sensitive to uncertainties. Such complex dynamical behavior yields to introduce the two random observations $W^1_\infty$ and $W^2_\infty$ such that

$$W^1_\infty = \max_{\nu \in \mathbb{E}_{\text{exc}}} W(2\pi\nu), \quad W^2_\infty = \max_{\nu \in \mathbb{E}_{\text{sub}}} W(2\pi\nu),$$  \hspace{1cm} (20)
in which $B_{\text{sub}} = [1; 1.6]$ is a part of the frequency band of observation located below $B_{\text{exc}}$. The convergence of the random solution is then analyzed with respect to the number $n_s$ of realizations required by the Monte Carlo numerical simulation and the size $N$ of the second-order reduction method by introducing the following quantity

$$\text{Conv}_{\infty}^i (N, n_s) = \sqrt{\frac{1}{n_s} \sum_{j=1}^{n_s} \left( \tilde{W}_{\infty}^{N,i} (\theta_j) \right)^2},$$

(21)

in which $\tilde{W}_{\infty}^{N,i} (\theta_j)$ is the realization $\theta_j$ of the approximation of random observation $W_{\infty}^{i}$ obtained with the second reduction method of size $N$. Figure 10 and 11 display the graphs $N \mapsto \text{Conv}_{\infty}^i (N, 1,000)$ and $n_s \mapsto \text{Conv}_{\infty}^i (200, n_s)$. It can be concluded that a good approximation is obtained with $N = 200$ and $n_s = 600$.

![Convergence function graph](image)

**FIG. 10:** Stochastic convergence analysis of the random response: graph $N \mapsto \text{Conv}_{\infty}^i (N, 1,000)$ (1) main resonance (solid line) (2) secondary resonance (dotted line).

### 3.3 Quantification of the nonlinear mistuning with respect to the linear mistuning

Until now, it has been assumed in the industrial application [27] that the mistuning only affects the linear operators. In this case, that means that linear mistuning in presence of deterministic geometric nonlinearities is considered. Concerning the operators involved by the linear elastic constitutive equations, only the linear elastic stiffness operator is uncertain, the quadratic and cubic terms remaining deterministic. From now on, we are interested in considering the case for which uncertainties affect all the operators due to the elastic constitutive equations with nonlinear geometrical effects. This will be called nonlinear mistuning, that is to say both the linear and nonlinear stiffness operators are affected by uncertainties.

Figures 12 and 13 compare the random observation for the cases of nonlinear and linear mistuning respectively. There are slight differences between the two cases. It can be observed that the presence of uncertainties on the nonlinear part of the stiffness operator yields narrower confidence region in the sub-frequency range. Note that this conclusion does not hold for the static post-buckling application presented in Section 3.1 and that such a conclusion cannot a priori be used for any nonlinear dynamical system. Since there are slight differences between Figures 12 and 13, the case corresponding to pure nonlinear mistuning is investigated. By comparing figures 12 and 14, it can be seen that the pure nonlinear mistuning yields a quasi-deterministic response in the frequency band of excitation whereas the
effects of uncertainty propagation induced by either nonlinear or linear mistuning remain similar outside the excitation frequency band. Finally, note that the numerical computations have been made with the same convergence numerical parameters $N = 200$ and $n_s = 600$ as found through the convergence analysis performed for the linear mistuned case (in presence of deterministic geometrical nonlinearities).

FIG. 11: Stochastic convergence analysis of the random response: graph $n_s \mapsto \text{Conv}^i(200, n_s)$ (1) main resonance (solid line) (2) secondary resonance (dotted line).

FIG. 12: Stochastic analysis for the nonlinear mistuning: random observation $W(2\pi \nu)$ (1) mean model (thick line), mean of the stochastic model (thin dashed line), and confidence region (gray region).
FIG. 13: Stochastic analysis for the linear mistuning: random observation \( W(2\pi \nu) \) (1) mean model (thick line), mean of the stochastic model (thin dashed line), and confidence region (gray region).

FIG. 14: Stochastic analysis for the pure nonlinear mistuning: random observation \( W(2\pi \nu) \) (1) mean model (thick line), mean of the stochastic model (thin dashed line), and confidence region (gray region).

4. CONCLUSIONS

In the context of structural dynamics with geometric nonlinearities, a method has been presented for quantifying the propagation of uncertainties whether the uncertainties are applied to the linear operators or is applied to both the linear and nonlinear operators. The method is adapted to the case for which the dimension of the reduced-order model is high. It has been applied to the context of the nonlinear static post-buckling of a thin cylinder and to the context of both linear and nonlinear mistuning of an industrial integrated bladed-disk. The results are quite different and depend on the nature of the application. The post-buckling behavior of the cylinder is really sensitive to the type of uncertainty modelling. It let to observe two distinct types of post-buckling responses. In opposite, the mistuned bladed disk yields a similar uncertain nonlinear dynamical response when considering linear or nonlinear mistuning outside
the excitation frequency band. It can also be seen that a pure nonlinear mistuning yields a particular robust response in the excitation frequency band.
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