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Abstract

In the present work, a numerical finite element framework is introduced to model and solve the response of nonlinear soft dielectrics, including the effects of Maxwell stress and flexoelectricity at finite strains. Weak forms, finite element discretizations and consistent linearizations, able to handle strain gradient in the context of flexoelectricity are introduced. Numerical algorithms for the treatment of a soft dielectric in a surrounding medium are presented, more specifically to handle the effects of discontinuities of the Maxwell stress at the interfaces. Finally, several benchmarks are proposed to assess the present formulations and numerical schemes, through applications of special cases of interest: induced piezoelectricity in non-piezoelectric materials due to coupling of Maxwell stress and electrets, flexoelectricity, or stretching of electroactive soft dielectrics subjected to an external electric field.
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1 Introduction

Soft dielectrics have recently attracted a growing attention due their ability to generate large deformations when they are subjected to an electric voltage.
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The induced mechanical deformations caused by the applied electric field can be utilized for sensing and actuation [31,6,43]. As discussed in [42], the electrically induced mechanical deformations are caused by the Maxwell stress. Nonlinear electro-elasticity for soft dielectric elastomers has been discussed in [12,28] and constitutive relation for soft dielectric elastomers have been proposed and discussed by [41,32,22,36,35] for solid and fluid dielectrics. The low dielectric coefficients of soft dielectrics polymers can be increased by addition of reinforcements with high dielectric constants such as ceramic particles or carbon fibres [13,16,24]. A review on applications of nonlinear dielectrics to soft actuators, artificial muscles, soft robots and energy harvesting systems can be found e.g. in [17]. In [27], a soft electric generator model of soft dielectric elastomer has been presented.

Moreover, other interesting coupled electromechanical phenomena can occur in soft dielectric and soft biomembranes, like the phenomenon of flexoelectricity. Flexoelectricity describes the coupling between electric polarization and mechanical strain gradient. Even though flexoelectric effects are much larger in ferroelectric materials [9] and complex oxide ceramics [5,25,44,26], the flexoelectricity of several polymers has recently been investigated in [8]. Kogan [20] formulated the first phenomenological theory of flexoelectricity and estimated the value range of flexoelectric coefficients. In [10], Deng et al. developed a nonlinear theoretical framework for flexoelectricity in soft materials. In [23], an energy formulation was proposed for continuum electro-elasticity and magneto elasticity. Using the principle of minimum free energy, the Euler-Lagrange equations of the principle of minimum free energy were derived for a hierarchy of behaviours, including nonlinear dielectric with Maxwell effects and flexoelectricity.

In [33], it was shown how nano composites made of non-piezoelectric components can have an apparent piezoelectric behavior by exploiting the effects of flexoelectricity. In [10] An interesting nonlinear interplay between Maxwell stress and flexoelectricity was described, and the importance of flexoelectricity in soft biological membranes was shown. A prospective on flexoelectricity can be found in [21]. A critical analysis of the current knowledge on the flexoelectricity in common solids can be found in [40].

While many experimental and theoretical studies have been proposed to model soft dielectrics, few numerical works have been proposed so far to model these phenomena in more complex configurations than beams and unidirectional layers. In [2], Aboudi introduced the High-Fidelity Generalized Method of Cells (HFGMC) for prediction of the overall behavior of soft dielectrics composites undergoing large deformations. In [39], an iterative method based on Green’s functions was proposed to solve the interior/exterior electrostatic problem for a soft dielectric in a surrounding media. A number of numerical phase-field simulations have been performed to evaluate the effects of flexoelectricity in
ferroelectrics [15,38,3,7]. However, these references resort to finite differences methods with uniform grids, which are limited to very simple geometries and boundary conditions. In [1] Abdollahi et al. introduced a numerical framework based on meshfree method to solve the flexoelectric problem at small strains, where the meshfree approximation was introduced to handle the fourth-order partial differential equations related to strain gradients formulations.

Specific architectures of structures or microstructures could be used to design new soft dielectric systems with higher performances, exploiting the principles described above. Then, numerical methods are required to solve such problems over complex geometries. Motivated by these objectives, we present in this paper a numerical framework for nonlinear dielectrics at finite strain including the coupling due to Maxwell stress and flexoelectricity. The possibility to solve the problem of a soft dielectric in a surrounding media like air is handled by a staggered procedure. Based on the work of [23], the problem of coupled nonlinear flexoelectric problem with Maxwell stress is formulated and discretized by finite elements. The $C^1$ required continuity of the displacement field is met by Argyris triangular elements, which allow meshing complex geometries. The consistent linearizations are introduced and the corresponding FEM discretizations are proposed. Finally, benchmarks and applications to induced piezoelectricity in non piezoelectric materials, flexoelectricity and stretching of electroactive polymers are proposed.

The paper is organized as follows. After kinematics and notation preliminaries in section 2, the equations for the nonlinear dielectric problems at finite strains with flexoelectricity are recalled in section 3. Then, the weak forms and consistent linearizations are introduced in sections 4 and 5, respectively. FEM discretizations and a staggered algorithm for dielectrics surrounded by an external media are introduced in sections 6 and 7, respectively. Finally, numerical examples are provided in section 8. Some special cases of interest of this framework, like small strains, Maxwell stress or flexoelectricity effects as separated phenomena are provided in Appendix 11 and their discretization in Appendix 12.

2 Notations and kinematics preliminary

Vectors and second order tensors, as well as matrices, are denoted by bold letters $\mathbf{A}$. Third order tensors are denoted by calligraphic uppercase letters $\mathcal{A}$, fourth-order, fifth-order and sixth-order tensors are denoted by double case letters $\mathsf{A}$. Double contraction of indices for second order tensors $\mathbf{A}$ and $\mathbf{B}$ is denoted by $\mathbf{A} : \mathbf{B} = A_{ij}B_{ij}$, dot product for two vectors $\mathbf{a}$ and $\mathbf{b}$ by $\mathbf{a} \cdot \mathbf{b} = a_ib_i$, and simple contraction of indices for a second order tensor $\mathbf{A}$ and a vector $\mathbf{b}$ is denoted by $(\mathbf{A}\mathbf{b})_i = A_{ij}b_j$. For the purpose of this paper,
we introduce the triple contraction of indices for two third order tensors \( A \) and \( B \) as: \( A : B = A_{ijk}B_{ijk} \). The gradient operator is denoted by \( \nabla ( . ) \) and the divergence operator by \( \nabla \cdot ( . ) \). The third order strain gradient tensor is defined by:

\[
(\nabla \varepsilon)_{ijk} = \frac{1}{2} \left( \frac{\partial^2 u_i}{\partial x_j \partial x_k} + \frac{\partial^2 u_j}{\partial x_i \partial x_k} \right). 
\] (1)

For later use, we introduce the following properties. Let \( a \) a real-valued vector field and \( b \) a scalar field, we have:

\[
\nabla \cdot (ab) = b\nabla \cdot a + a \cdot \nabla b, \quad \frac{\partial}{\partial x_i} (a_ib) = \frac{\partial a_i}{\partial x_i} b + a_i \frac{\partial b}{\partial x_i}. 
\] (2)

For \( b \) a real-valued vector field and \( A \) a second-order tensor field, it can be shown that:

\[
\nabla \cdot (Ab) = (\nabla \cdot A) \cdot b + A : \nabla b, 
\]

or in indicial notations:

\[
\frac{\partial}{\partial x_i} (A_{ij}b_j) = \frac{\partial A_{ij}}{\partial x_i} b_j + A_{ij} \frac{\partial b_j}{\partial x_i}. 
\] (3)

Let \( A \) a third-order tensor and \( B \) a second-order tensor, then:

\[
\nabla \cdot (A : B) = (\nabla \cdot A) : B + A : \nabla B, 
\]

or

\[
\frac{\partial}{\partial x_k} (A_{ijk}B_{jk}) = \frac{\partial A_{ijk}}{\partial x_k} B_{jk} + A_{ijk} \frac{\partial B_{jk}}{\partial x_k}. 
\] (4)

We then introduce the following relations obtained from the divergence theorem:

\[
\int_{\Omega} \nabla \cdot (ab) \, d\Omega = \int_{\partial \Omega} a \cdot nbd\Gamma, 
\] (5)

\[
\int_{\Omega} \nabla \cdot (Ab) \, d\Omega = \int_{\partial \Omega} n \cdot Abd\Gamma, 
\] (6)

and

\[
\int_{\Omega} \nabla \cdot (A : B) \, d\Omega = \int_{\partial \Omega} n \cdot A : Bd\Gamma. 
\] (7)
For later use, we introduce the directional, or Gâteaux derivative of $f(u)$ in the direction of $v$ defined by:

$$D_vf(u) = \left[ \frac{d}{d\epsilon} \{ f(u + \epsilon v) \} \right]_{\epsilon=0}. \quad (8)$$

In the context of finite strains analysis, we define $\Omega_0$ as the reference configuration and $X$ and $x$ material points in the reference and current configurations, respectively. The displacement of a material point is denoted by $u = x - X$.

The deformation gradient tensor is defined by $F = \nabla X u + I$, where $\nabla X(.)$ denotes gradient with respect to reference configuration, and $C = F^T F$ is the right Cauchy-Green strain tensor. The Jacobian is defined as $J = \det(F)$ and $\nabla X \cdot (.)$ denotes the divergence operator with respect to reference configuration. The strain gradient tensor decomposition into dilatation and rotation is denoted by $F = RU$, $U = C^{1/2}$.

To study flexoelectricity, we introduce the third-order strain gradient tensor defined by:

$$G_{ijk} = \frac{\partial^2 u_i}{\partial X_j \partial X_k}. \quad (9)$$

Finally, we recall some properties (see e.g. [14]) which will be of interest in the subsequent developments of this paper:

$$\frac{\partial J}{\partial F} = JF^{-T}, \quad (10)$$

$$\left( \frac{\partial F^{-1}}{\partial F} \right)_{ijkl} = (\tilde{F})_{ijkl} = -F_{ik}^{-1}F_{jl}^{-1}; \quad (11)$$

$$\left( \frac{\partial F^{-T}}{\partial F} \right)_{ijkl} = (\tilde{F}^T)_{ijkl} = -F_{il}^{-1}F_{kj}^{-1}; \quad (12)$$

and combining (10), (11) and (12),

$$\frac{\partial C^{-1}}{\partial F} = A, \quad (13)$$

$$(A)_{ijkl} = -\left( F_{ik}^{-1}F_{jp}^{-1} + F_{ip}^{-1}F_{jk}^{-1} \right) F_{pl}^{-1} \quad (14)$$

Finally, given $A$ a general third-order tensor, we have:

$$\frac{\partial A_{ijk}}{\partial A_{lmn}} = \delta_{il}\delta_{jm}\delta_{kp}, \quad (15)$$
and for a third-order tensor $A_{ijk}^{sym} = \frac{1}{2} (A_{ijk} + A_{jik})$ symmetric with respect to indices $i$ and $j$, we have:

$$\frac{\partial A_{ijk}^{sym}}{\partial A_{lmp}} = \frac{1}{2} (\delta_{il} \delta_{jm} + \delta_{im} \delta_{jl}) \delta_{kp}. \quad (16)$$

3 Equations for the dielectric problem at finite strains with flexoelectricity

A domain $V_0 \in \mathbb{R}^D$ is considered in the reference configuration, embedding a solid domain $\Omega_0$ and a surrounding media (e.g. air) in a domain $\Omega_0$ such that $V_0 = \Omega_0 \cup \Omega_0$ as depicted in Fig. 1. The boundary $\partial \Omega_0$ of $\Omega_0$ is composed of Dirichlet and Neumann portions, denoted by $\partial \Omega_{0u}$ and $\partial \Omega_{0F}$, where displacement and tractions are prescribed respectively, such that $\partial \Omega_0 = \partial \Omega_{0u} \cup \partial \Omega_{0F}$, $\partial \Omega_{0u} \cap \partial \Omega_{0F} = \emptyset$. Similarly, the boundary of $V_0$ is composed of Dirichlet and Neumann portions, denoted by $\partial V_0$ and $\partial V_0$, where electric potentials and normal component of electric displacement are prescribed, respectively, such that $\partial V_0 = \partial V_0 \cup \partial V_0$, $\partial V_0 \cap \partial V_0 = \emptyset$. Counterparts of definitions in the current configuration are defined similarly, omitting the index $0$.

The free energy of the system can be expressed as:

$$F(u, \Phi) = U + E_{elec} + W_{ext} \quad (17)$$

where

$$U = \int_{\Omega_0} \psi d\Omega, \quad (18)$$

Figure 1. Solid $\Omega_0$ embedded in a surrounding domain $\Omega_0 = V_0 \setminus \Omega_0$: (a) reference configuration; (b) current configuration.
$\mathbf{P}$ is the polarization, and $\psi(u, \mathbf{P})$ is the internal energy given by:

$$
\psi = \psi^{\text{elast}}(U) + \psi^{\text{flexo}}(\mathbf{G}, \mathbf{P}) + \psi^{\text{diel}}(\mathbf{P}).
$$

(19)

Moreover, $E^{\text{elec}}$ is the total electric energy and $W^{\text{mech}}$ is the potential energy of mechanical loadings. The energy $E^{\text{elec}}$ is expressed by:

$$
E^{\text{elec}} = \int_{V_0} \frac{\epsilon_0}{2} \left| \mathbf{F}^{-T} \nabla X \phi \right|^2 - \bar{\rho}^{e} \phi d\Omega
$$

(20)

where $\phi$ is the electric potential, $\epsilon_0$ is the vacuum electric permittivity and $\bar{\rho}^{e}$ is an external charge. Finally, $W^{\text{mech}}$ is expressed by:

$$
W^{\text{ext}} = -\int_{\partial \Omega_0} \mathbf{t}^{e} \cdot \mathbf{u} d\Gamma - \int_{\Omega_0} \mathbf{f}^{e} \cdot \mathbf{u} d\Omega,
$$

(21)

where $\mathbf{t}^{e}$ is the applied load and $\mathbf{f}^{e}$ denotes body forces. In (19), $\psi^{\text{elast}}$, $\psi^{\text{flexo}}$ and $\psi^{\text{diel}}$ are strain energy density functions, whose explicit forms are provided in the sequel. The following relations are introduced:

$$
\tilde{\mathbf{E}} = -\nabla X \phi, \quad \mathbf{E} = \mathbf{F}^{-T} \tilde{\mathbf{E}},
$$

(22)

$$
\tilde{\mathbf{D}} = J\mathbf{F}^{-1} \mathbf{D} = -\epsilon_0 JC^{-1} \nabla X \phi + \mathbf{F}^{-1} \left( \mathbf{P} + \mathbf{P}^{0} \right),
$$

(23)

where $\tilde{\mathbf{E}}$ the electric current, $\tilde{\mathbf{D}}$ is the electric displacement and $\mathbf{P}^{0}$ is an extrinsic (eigen) polarization. In the following, isotropy is assumed, and then the different strain density functions can be simplified. For example, we choose here for $\Psi^{\text{flexo}}(\mathbf{G})$ associated with the strain gradient (see e.g. [19]):

$$
\psi^{\text{flexo}}(\mathbf{G}) = \frac{g}{2} G_{ik} G_{il} + f \tilde{P}_i G_{ik},
$$

(24)

where $g$ and $f$ are material constants. The potential $\psi^{\text{diel}}$ is expressed as

$$
\psi^{\text{diel}} = \frac{1}{2J} \left( \mathbf{R}^{T} \tilde{\mathbf{P}} \right) \cdot \left( \mathbf{A} \mathbf{R}^{T} \tilde{\mathbf{P}} \right),
$$

(25)

where $\mathbf{A}$ is the second-order dielectric tensor. We have

$$
\frac{\partial \psi^{\text{diel}}}{\partial P_m} = \frac{1}{J} R_{ji} \delta_{jm} A_{ik} R_{jk} \tilde{P}_j = \frac{1}{J} R_{mi} A_{ik} R_{jk} \tilde{P}_j
$$

(26)

or

$$
\frac{\partial \psi^{\text{diel}}}{\partial \mathbf{P}} = \frac{1}{J} \mathbf{R} \mathbf{A} \mathbf{R}^{T} \tilde{\mathbf{P}}.
$$

(27)
Using the following property (see \[23\]):

\[
\frac{\partial \psi}{\partial \tilde{P}} + F^{-T} \nabla_X \phi = \frac{\partial \psi^{\text{diele}}}{\partial \tilde{P}} + \frac{\partial \psi^{\text{flexo}}}{\partial \tilde{P}} + F^{-T} \nabla_X \phi = 0,
\]

(28)

from (24) and (25) we obtain the following relationship:

\[
\tilde{P} = -J(RAR^T)^{-1} \left[ fg_X(u) + F^{-T} \nabla_X \phi \right]
\]

(29)

where

\[
(g_X)_i(u) = G_{i\alpha\beta} = \frac{\partial^2 u_i}{\partial X^2_{\alpha\beta}}.
\]

(30)

For an isotropic dielectric medium, it yields:

\[
A = (\epsilon - \epsilon_0)^{-1} 1.
\]

(31)

Then, by the relation \(R R^T = 1\), (29) reduces to:

\[
\tilde{P} = -J(\epsilon - \epsilon_0) \left[ fg_X(u) + F^{-T} \nabla_X \phi \right],
\]

(32)

and the electric displacement can be expressed by

\[
\tilde{D}(u, \phi, \tilde{P}^0) = -J\epsilon C^{-1} \nabla_X \phi - Jf(\epsilon - \epsilon_0) F^{-1} g_X + F^{-1} \tilde{P}^0.
\]

(33)

In this work, we consider a compressible Mooney-Rivlin constitutive model for the dielectric elastomer, defined by the following strain density function:

\[
\psi^{\text{elast}} = \frac{\mu}{2} \left[ J^{-2/3} \left( \lambda_1 + \lambda_2 + \lambda_3 \right) - 3 \right] + \frac{\kappa}{2} (J - 1)^2,
\]

(34)

where \(\mu\) and \(\kappa\) are the Lamé ‘s constants such that \(\mu = E/(2(1 + \nu))\), \(\kappa = E/(3(1 - 2\nu))\), with \(E\) the Young’s modulus and \(\nu\) the Poisson’s coefficient, and \(\lambda_\alpha\) (\(\alpha = 1, 2, 3\)) are the principal stretches, i.e. eigenvalues of \(\sqrt{C}\).

The first Piola-Kirchhoff stress tensor \(\Sigma = \frac{\partial \psi^{\text{elast}}}{\partial F}\) is then expressed by

\[
\Sigma = \frac{\mu}{2} \left[ -\frac{1}{3} F^{-T} J^{-2/3} \sum \lambda^2_{\alpha} + J^{-2/3} F \right] + \kappa(J - 1) J F^{-T}.
\]

(35)

We finally define the third-order tensor \(S\) such that

\[
S = \frac{\partial \psi^{\text{flexo}}}{\partial G}.
\]

(36)
Using the expression of $\psi^{\text{flexo}}$ given in (24) and (15), we obtain:

$$S_{ijk} = \left[ \frac{g}{2} G_{imm} + f \tilde{P} \right] \delta_{jk} = \left[ \frac{g}{2} u_{i,mm} + f \tilde{P} \right] \delta_{jk}. \quad (37)$$

We define $\tilde{\Sigma}_{MW}$ as the modified Maxwell stress [23], expressed in the solid by:

$$\tilde{\Sigma}_{MW} = -\frac{\epsilon_0}{2} J |E|^2 F^{-T} - \frac{1}{2 J (\epsilon - \epsilon_0)} |\tilde{P}|^2 F^{-T} + E \otimes \tilde{D}. \quad (38)$$

In the air, the polarization $\tilde{P}$ is zero and then the Maxwell stress still exists but reduces to:

$$\tilde{\Sigma}_{MW} = -\frac{\epsilon_0}{2} J |E|^2 F^{-T} + E \otimes \tilde{D}, \quad (39)$$

where $\tilde{D}$ is given by (33).

On the boundary $\partial \Omega_0$, we have, as $\Sigma = 0$, $S = 0$ and $\Sigma_{MW} \neq 0$ in $\Omega$ (see [23] for more details):

$$\Sigma N - (\nabla_X \cdot S) N + [[\tilde{\Sigma}_{MW}^\prime]] N - \tau - \tilde{t}^c = 0 \quad (40)$$

with

$$\tau_p = [S_{pij} N_j (\delta_{ik} - N_i N_k)]_{,k} - [S_{pij} N_j - N_i N_k]_{,m} N_m N_k. \quad (41)$$

By (37) in (41) we see that $\tau = 0$. We summarize the equations of the coupled problem in the following.

<table>
<thead>
<tr>
<th>The equations of the dielectric problem are given by:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nabla_X \cdot (\tilde{D}) = \tilde{\rho}^e$ in $V_0$</td>
</tr>
<tr>
<td>where $\tilde{D}$ is given by (33), and, assuming only Dirichlet or Neumann boundary</td>
</tr>
<tr>
<td>conditions:</td>
</tr>
<tr>
<td>$\phi = \phi^b$ on $\partial V_{\phi}$,</td>
</tr>
<tr>
<td>$N \cdot \tilde{D} = D^b_n$ on $\partial V_{D0}$.</td>
</tr>
</tbody>
</table>
The equations describing the mechanical problem are given by (see [23]):

\[
\nabla_X \cdot (\Sigma) - \nabla_X \cdot (\nabla_X \cdot \mathcal{S}) + \nabla_X \cdot \tilde{\Sigma}_{MW} + \tilde{f}^e = 0 \quad \text{in } \Omega_0,
\]

(45)

with boundary conditions

\[
\Sigma N - (\nabla_X \cdot \mathcal{S}) N + [\tilde{\Sigma}_{MW}] N - \tilde{t}^e = 0 \quad \text{on } \partial \Omega_{F_0},
\]

(46)

\[
u = \nu^b \quad \text{on } \partial \Omega_{u_0},
\]

(47)

\[
\mathcal{S} N \otimes N = 0 \quad \text{on } \partial \Omega_0 \quad \text{(see [23] for a justification)},
\]

(48)

where \([\cdot]\) = (\cdot)^{\text{air}} - (\cdot)^{\text{solid}}. We note that from to the definition (39) and the electro-static equation (42), we also have:

\[
\nabla_X \cdot \tilde{\Sigma}_{MW} = 0 \quad \text{in } \Omega_0
\]

(49)

and

\[
\nabla_X \cdot \tilde{\Sigma}_{MW} = 0 \quad \text{in } \Omega_0.
\]

(50)

4 Weak forms

To be solved by Finite elements, the above boundary value problem (42)-(48) must be recast into weak forms. The relevant details are provided in the following.

4.1 Dielectric problem

Let \(\phi \in \{\phi' | \phi' = \phi^b \text{ on } \partial V_{b_0}, \phi' \in H^1(V_0)\}\). Pre-multiplying (42) by a test function \(\delta \phi \in \{\phi' | \phi' = 0 \text{ on } \partial V_{b_0}, \phi' \in H^1(V_0)\}\) and integrating over \(V_0\), we obtain:

\[
\int_{V_0} \nabla_X \cdot \tilde{D} \delta \phi d\Omega = \int_{V_0} \tilde{\rho}^e \delta \phi d\Omega.
\]

(51)

Using properties (2) and (5) we obtain:

\[
\int_{\partial V_0} \tilde{D} \cdot N \delta \phi d\Omega - \int_{V_0} \tilde{D} \cdot \nabla_X (\delta \phi) d\Omega - \int_{V_0} \tilde{\rho}^e \delta \phi d\Omega = 0.
\]

(52)
Using (44), we obtain, as $\delta \phi = 0$ on $\partial \Omega_0$:

$$
\int_{\Omega_0} \mathbf{D} \cdot \nabla \phi (\delta \phi) d\Omega = \int_{\partial \Omega_0} D_n^b \delta \phi d\Omega + \int_{\Omega_0} \rho^e \delta \phi d\Omega.
$$

Introducing (33) into the weak form, we obtain:

$$
\int_{\Omega_0} J \epsilon C^{-1} \nabla \phi \cdot \nabla \phi (\delta \phi) d\Omega + \int_{\Omega_0} J F^{-1} (\epsilon - \epsilon_0) f g_X \cdot \nabla \phi (\delta \phi) d\Omega \\
= \int_{\Omega_0} F^{-1} \tilde{\mathbf{P}}^0 \cdot \nabla \phi (\delta \phi) d\Omega + \int_{\Omega_0} D_n^b \delta \phi d\Gamma.
$$

4.2 Mechanical problem

4.2.1 Dielectric medium without considering a surrounding domain

In this first case, we consider that boundary conditions i.e. of Dirichlet type (like applied voltage) are directly prescribed over $\partial \Omega_0$ and that the surrounding medium can be ignored. In that case, the procedure is the same as in the above, except that the integration is only performed over $\Omega_0$. We then have:

$$
\int_{\Omega_0} \nabla \phi \cdot \Sigma \delta \mathbf{u} d\Omega - \int_{\Omega_0} (\nabla \phi \cdot (\nabla \phi \cdot S)) \cdot \delta \mathbf{u} d\Omega \\
+ \int_{\Omega_0} \nabla \phi \cdot \tilde{\Sigma}_M W \cdot \delta \mathbf{u} d\Omega + \int_{\Omega_0} \tilde{\mathbf{f}}^e \cdot \delta \mathbf{u} d\Omega = 0.
$$

Using property (3), we obtain:

$$
\int_{\Omega_0} \nabla \phi \cdot (\Sigma \delta \mathbf{u}) d\Omega - \int_{\Omega_0} \mathbf{P}^{\text{elast}} : \delta \mathbf{F} d\Omega \\
+ \int_{\Omega_0} \nabla \phi \cdot (\tilde{\Sigma}_M W \delta \mathbf{u}) d\Omega - \int_{\Omega_0} \tilde{\Sigma}_M W : \delta \mathbf{F} d\Omega \\
- \int_{\Omega_0} \nabla \phi \cdot ((\nabla \phi \cdot S) \delta \mathbf{u}) d\Omega + \int_{\Omega_0} (\nabla \phi \cdot S) : \delta \mathbf{F} d\Omega + \int_{\Omega_0} \tilde{\mathbf{f}}^e \cdot \delta \mathbf{u} d\Omega = 0.
$$

Using (6):

$$
\int_{\Omega_0} \Sigma : \delta \mathbf{F} d\Omega + \int_{\Omega_0} \tilde{\Sigma}_M W : \delta \mathbf{F} d\Omega - \int_{\Omega_0} (\nabla \phi \cdot S) : \delta \mathbf{F} d\Omega \\
= \int_{\Omega_0} \tilde{\mathbf{f}}^e \cdot \delta \mathbf{u} d\Omega + \int_{\partial \Omega_0} \left[ [[\tilde{\Sigma}_M W]] \mathbf{N} + \Sigma \mathbf{N} - (\nabla \phi \cdot S) \mathbf{N} \right] \cdot \delta \mathbf{u} d\Omega
$$

(56)
and then, using (46):

\[
\int_{\Omega_0} \Sigma : \delta F d\Omega + \int_{\Omega_0} \Sigma_{MW} : \delta F d\Omega - \int_{\Omega_0} (\nabla_X \cdot S) : \delta F d\Omega = \int_{\Omega_0} \tilde{f}^e \cdot u d\Omega + \int_{\partial \Omega_0} \tilde{t}^e \cdot u d\Omega.
\]

Using (4), we have:

\[
(\nabla_X \cdot S) : \delta F = \nabla_X \cdot (S : \delta F) - S : \delta G
\]

with

\[
\delta G_{ijk} = [D_{\delta u} G]_{ijk} = \frac{\partial^2 \delta u_i}{\partial X_j \partial X_k}.
\]

Then using (7):

\[
- \int_{\Omega_0} (\nabla_X \cdot S) : \delta F d\Omega = \int_{\Omega_0} S : \delta G d\Omega - \int_{\Omega_0} \nabla_X \cdot (S : \delta F) d\Omega = \int_{\Omega_0} S : \delta G d\Omega - \int_{\partial \Omega_0} S N \cdot \delta F d\Gamma.
\]

By assuming the boundary condition \( s' = S N = 0 \) on \( \partial \Omega_0 \), we finally obtain the weak form as:

\[
\int_{\Omega_0} P_{\text{elast}} : \delta F + \tilde{\Sigma}_{MW} \cdot \delta F + S : \delta G d\Omega = \int_{\Omega_0} \tilde{f}^e \cdot \delta u d\Omega + \int_{\partial \Omega_0} \tilde{t}^e \cdot \delta u d\Gamma. \tag{61}
\]

### 4.2.2 Dielectric medium embedded in a surrounding domain

In this next case, we consider both the solid dielectric and the surrounding domain, as described in section 3. We assume that the surrounding domain (e.g. air) does not have mechanical properties and cannot be polarized, i.e. \( \Sigma = 0, \bar{P} = 0, S = 0 \), but \( \phi \neq 0 \) and then \( \tilde{\Sigma}_{MW} \neq 0, \forall x \in \Omega \). Let \( u \in \{ v | v = u^b \text{ on } \partial \Omega_{0u}, v \in H^1(\Omega_0) \} \). Pre-multiplying (45) by a test function \( \delta u \in \{ v | v = 0 \text{ on } \partial \Omega_{0u}, v \in H^1(\Omega_0) \} \), and integrating over \( V_0 \) yields:

\[
\int_{\Omega_0} \nabla_X \cdot \Sigma \cdot \delta u d\Omega - \int_{\Omega_0} \nabla_X \cdot (\nabla_X \cdot S) \cdot \delta u d\Omega
\]
\begin{align*}
+ \int_{\Omega_0} \nabla_X \cdot \hat{\Sigma}_{MW} \cdot \delta u d\Omega + \int_{\Omega_0} \nabla_X \cdot \bar{\Sigma}_{MW} \cdot \delta u d\Omega + \int_{\Omega_0} \tilde{r}^e \cdot \delta u d\Omega = 0. \quad (62)
\end{align*}

Using property (3), we obtain:

\begin{align*}
\int_{\Omega_0} \nabla_X \cdot (\Sigma \delta u) \, d\Omega - \int_{\Omega_0} \Sigma : \delta F d\Omega \\
+ \int_{\Omega_0} \nabla_X \cdot (\hat{\Sigma}_{MW} \delta u) \, d\Omega - \int_{\Omega_0} \bar{\Sigma}_{MW} : \delta F d\Omega \\
+ \int_{\Omega_0} \nabla_X \cdot (\bar{\Sigma}_{MW} \delta u) \, d\Omega - \int_{\Omega_0} \bar{\Sigma}_{MW} : \delta F d\Omega \\
- \int_{\Omega_0} \nabla_X \cdot (\nabla_X \cdot S) \, d\Omega + \int_{\Omega_0} (\nabla_X \cdot S) : \delta F d\Omega + \int_{\Omega_0} \tilde{r}^e \cdot \delta u d\Omega = 0,
\end{align*}

where $\delta F = \nabla_X (\delta u)$. Using (6), we obtain:

\begin{align*}
\int_{\Omega_0} \Sigma : \delta F d\Omega + \int_{\Omega_0} \bar{\Sigma}_{MW} : \delta F d\Omega + \int_{\Omega_0} \hat{\Sigma}_{MW} : \delta F d\Omega \\
- \int_{\Omega_0} (\nabla_X \cdot S) : \delta F d\Omega \\
= \int_{\Omega_0} \tilde{r}^e \cdot u d\Omega + \int_{\partial \Omega_0} \left[ \left[ \bar{\Sigma}_{MW} \right] \mathbf{N} + \Sigma \mathbf{N} - (\nabla_X \cdot S) \mathbf{N} \right] \cdot \delta u d\Gamma \quad (63)
\end{align*}

with $[\cdot] = (\cdot)_{\text{solid}} - (\cdot)_{\text{air}}$. Then, using (46), it yields:

\begin{align*}
\int_{\Omega_0} \Sigma : \delta F d\Omega + \int_{\Omega_0} \bar{\Sigma}_{MW} : \delta F d\Omega - \int_{\Omega_0} (\nabla_X \cdot S) : \delta F d\Omega \\
+ \int_{\Omega_0} \hat{\Sigma}_{MW} : \delta F d\Omega = \int_{\Omega_0} \tilde{r}^e \cdot u d\Omega + \int_{\partial \Omega_0F} \tilde{r}^e \cdot \delta u d\Gamma. \quad (64)
\end{align*}

Now using (49) and (50) and pre-multiplying by a test function $\delta \mathbf{u} \in \{ \mathbf{v} | \mathbf{v} = 0 \text{ on } \partial \Omega_{0u}, \mathbf{v} \in H^1(\Omega_0) \}$ and integrating over $V_0$ we have:

\begin{align*}
\int_{\Omega_0} \nabla_X \cdot \hat{\Sigma}_{MW} \cdot \delta u d\Omega + \int_{\Omega_0} \nabla_X \cdot \bar{\Sigma}_{MW} \cdot \delta u d\Omega = 0. \quad (65)
\end{align*}

Using properties (3), (6) we obtain:

\begin{align*}
\int_{\Omega_0} \bar{\Sigma}_{MW} : \delta F d\Omega + \int_{\Omega_0} \hat{\Sigma}_{MW} : \delta F d\Omega = \int_{\partial \Omega_0} \left[ \left[ \bar{\Sigma}_{MW} \right] \mathbf{N} \right] \cdot \delta u d\Gamma.
\end{align*}
Then we obtain from (64):

\[
\int_{\Omega_0} (\Sigma - (\nabla X \cdot \mathcal{S})) : \delta F d\Omega = \int_{\Omega_0} \tilde{f}^e \cdot \delta u d\Omega + \int_{\partial \Omega_0} \tilde{t}^e \cdot \delta u d\Gamma + \int_{\partial \Omega_0} [[\tilde{\Sigma}_{MW}]] N \cdot \delta u d\Gamma.
\]

Using the results of the previous section, we finally obtain the weak form as:

\[
\begin{align*}
\int_{\Omega_0} (\Sigma : \delta F + \mathcal{S} : \delta \mathcal{G}) d\Omega &= \int_{\Omega_0} \tilde{f}^e \cdot \delta u d\Omega + \int_{\partial \Omega_0} \tilde{t}^e \cdot \delta u d\Gamma + \int_{\partial \Omega_0} [[\tilde{\Sigma}_{MW}]] N \cdot \delta u d\Gamma. \\
&= \int_{\Omega_0} \tilde{f}^e \cdot \delta u d\Omega + \int_{\partial \Omega_0} \tilde{t}^e \cdot \delta u d\Gamma + \int_{\partial \Omega_0} [[\tilde{\Sigma}_{MW}]] N \cdot \delta u d\Gamma. 
\end{align*}
\]

Note that in this case, the bulk term \(\tilde{\Sigma}_{MW} : \delta F\) in (66) is converted to external Neumann boundary conditions.

5 Consistent linearization

The above problem being highly nonlinear due to both material and geometrical nonlinearities and the presence of the Maxwell stress, we propose a Newton-Raphson procedure to solve it numerically. In that framework, the expression of the different tangent operators related to the above weak forms need to be explicited. In what follows, we provide the different expressions for these operators.

5.1 Dielectric problem

By the weak form (54), we set:

\[
R_1(u, \phi) = \int_{V_0} J \epsilon \mathcal{C}^{-1} \nabla X \phi \cdot \nabla X (\delta \phi) d\Omega + \int_{\Omega_0} J \mathcal{F}^{-1}(\epsilon - \epsilon_0) f g X \cdot \nabla X (\delta \phi) d\Omega
\]

\[
- \int_{\Omega_0} \mathcal{F}^{-1} \mathcal{F}^0 \cdot \nabla X (\delta \phi) d\Omega - \int_{V_0} \rho \delta \phi d\Omega - \int_{\partial V_0} \mathcal{D}^b \delta \phi d\Omega.
\]

A Taylor expansion of the above residuals gives:

\[
R_1(u^k + \Delta u, \phi^k + \Delta \phi) \simeq
\]
\[ R_1(u^k, \phi^k) + D_{\Delta \phi} R_1(u^k, \phi^k) + D_{\Delta u} R_1(u^k, \phi^k). \]  \hspace{1cm} (67)

where we recall that \( D_v f(u) \) denotes the directional derivatives defined in (8). The solution for the next increment in an iterative Newton-like procedure consists in solving the linearized problems for \( \Delta \phi \) and \( \Delta u \) and to update the field variables for the next iteration through

\[ \phi^{k+1} = \phi^k + \Delta \phi, \quad u^{k+1} = u^k + \Delta u. \]

In the following, for the sake of clarity, the superscript \( k \) is omitted, then, unless specified, \( u \equiv u^k, \phi \equiv \phi^k. \)

Results of this linearization procedure are provided below. First, we have trivially:

\[ D_{\Delta \phi} R_1(u, \phi) = \int_{V_0} J \varepsilon C^{-1} \nabla_X (\Delta \phi) \cdot \nabla_X (\delta \phi) d\Omega. \]  \hspace{1cm} (68)

Then, let us compute the term \( D_{\Delta u} \{ J \varepsilon C^{-1} \nabla_X \phi \cdot \nabla_X \delta \phi \}. \) We have:

\[ D_{\Delta u} \{ J C^{-1}_{ij} \} = \frac{\partial J}{\partial F_{kl}} \Delta F_{kl} C^{-1}_{ij} + J \frac{\partial C^{-1}_{ij}}{\partial F_{kl}} \Delta F_{kl}. \]  \hspace{1cm} (69)

with

\[ \Delta F_{kl} = \frac{\partial \Delta u_k}{\partial X_l}. \]  \hspace{1cm} (70)

Using (10) and (13) we obtain:

\[ D_{\Delta u} \{ F \varepsilon C^{-1} \nabla_X \Delta \phi \cdot \nabla_X \delta \phi \} = \nabla_X (\delta \phi) \varepsilon J \left\{ \left[ C^{-1}_{ij} F^{-1}_{ik} + (A)_{ijkl} \right] \nabla_{\phi_j} \right\} \Delta F_{kl} \]  \hspace{1cm} (71)

which can be re-written as

\[ D_{\Delta u} \{ F \varepsilon C^{-1} \nabla_X \Delta \phi \cdot \nabla_X \delta \phi \} = \nabla_X \delta \phi \cdot M_1 : \Delta F, \]  \hspace{1cm} (72)

with

\[ (M_1)_{ijk} = \varepsilon J \left\{ C^{-1}_{ip} F^{-1}_{jk} + (A)_{ipkj} \right\} \nabla_{\phi_p}, \]  \hspace{1cm} (73)

where we have set \( (\nabla_X \phi)_i \equiv \nabla_i \phi \) and \( (\nabla_X \delta \phi)_i \equiv \nabla_i \delta \phi \) for the sake of clarity.

Now let us develop the term:

\[ D_{\Delta u} \{ (\varepsilon - \varepsilon_0) F J^{-1} g_X \cdot \nabla_X \delta \phi \} \]
\[
= f(\epsilon - \epsilon_0) \left\{ \frac{\partial}{\partial F_{kl}} \left\{ JF_{ij}^{-1} g_j \nabla_i \delta \phi \right\} \Delta F_{kl} + \frac{\partial}{\partial G_{klm}} \left\{ JF_{ij}^{-1} g_j \nabla_i \delta \phi \right\} \Delta G_{klm} \right\} (74)
\]

where we have set \( g_i \equiv (g_X)_i \), with

\[
\mathcal{G}(\Delta u) \equiv \Delta \mathcal{G} \quad (75)
\]

and

\[
[\Delta \mathcal{G}]_{ijk} = \frac{\partial^2 \Delta u_i}{\partial X_j \partial X_k}. \quad (76)
\]

Using (15), we can show that

\[
\frac{\partial g_X}{\partial \mathcal{G}} = \bar{I}, \quad (77)
\]

with

\[
(\bar{I})_{ijkl} = \delta_{ij} \delta_{kl}. \quad (78)
\]

The above term can be re-written as

\[
D_{\Delta u} \left\{ (\epsilon - \epsilon_0) f J F^{-1} g X \cdot \nabla X \delta \phi \right\} = \nabla X \delta \phi \cdot \left\{ \mathcal{M}_2 : \Delta F + \mathcal{M}_3 : \Delta \mathcal{G} \right\} (79)
\]

with

\[
(\mathcal{M}_2)_{ijkl} = J f (\epsilon - \epsilon_0) \left\{ F_{ji}^{-1} F_{lk}^{-1} + A_{ijkl} \right\} g_j \quad (80)
\]

and

\[
\mathcal{M}_3 = J f (\epsilon - \epsilon_0) F^{-T} \otimes 1. \quad (81)
\]

In a similar fashion, we obtain

\[
D_{\Delta u} \left\{ \int_{\Omega_0} F^{-1} \tilde{P}^0 \cdot \nabla X (\delta \phi) d\Omega \right\} = \int_{\Omega_0} \nabla X \delta \phi \cdot \mathcal{M}_4 : \Delta F d\Omega \quad (82)
\]

with

\[
(\mathcal{M}_4)_{ijkl} = (\mathcal{F})_{ijkl} \tilde{P}^0_j. \quad (83)
\]

We finally obtain the linearized form for the dielectric problem
\[
\int_{V_0} \nabla_X \delta \phi \cdot J \epsilon C^{-1} \nabla_X (\Delta \phi) d\Omega \\
+ \int_{\Omega_0} \nabla_X \delta \phi \cdot (M_1 + M_2 - M_4) : \Delta F d\Omega + \int_{\Omega_0} \nabla_X \delta \phi \cdot M_3 : \Delta G d\Omega \\
= -R_1(u^k, \phi^k). \quad (84)
\]

5.2 Mechanical problem

5.2.1 Dielectric medium without considering a surrounding domain

In this section, we first consider the case where Dirichlet boundary conditions are prescribed on the boundary \( \partial \Omega_0 \) (e.g. direct applied voltage) and where the surrounding domain is not modeled. In that case, we set:

\[
R_2(u, \phi) = \int_{\Omega_0} \Sigma : \delta F + \tilde{\Sigma}_{MW} : \delta F + S : \delta G d\Omega \\
- \int_{\Omega_0} f^e \cdot \delta u d\Omega - \int_{\partial \Omega_0} \tilde{f}^e \cdot \delta u d\Gamma. \quad (85)
\]

Similarly, the nonlinear problem (66) has to be linearized:

\[
R_2(u^k + \Delta u, \phi^k + \Delta \phi) \simeq R_2(u^k, \phi^k) + D\Delta u R_2(u^k, \phi^k) + D\Delta \phi R_2(u^k, \phi^k). \quad (86)
\]

We can first express:

\[
D\Delta \phi R_2 = \int_{\Omega_0} \delta F : \frac{\partial \tilde{\Sigma}_{MW}}{\partial \nabla_X \phi} \nabla_X (\Delta \phi) + \delta G : \frac{\partial S}{\partial \nabla_X \phi} \nabla_X (\Delta \phi) d\Omega. \quad (87)
\]

From (37) and (32) we obtain:

\[
\frac{\partial S_{ijk}}{\partial \nabla \phi_l} = -J f(\epsilon - \epsilon_0) F_{li}^{-1} \delta_{jk}. \quad (88)
\]

Now let us compute the second term in (87), using (38), we obtain after some calculations:

\[
\frac{\partial}{\partial \nabla \phi_k} \left\{ -\frac{\epsilon_0}{2} J |E|^2 F_{ji}^{-1} \right\} = (Q_2^A)_{ijk} = \epsilon J F_{ji}^{-1} F_{km}^{-1} E_m. \quad (89)
\]
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Next, we obtain:

$$\frac{\partial}{\partial \nabla \phi_k} \left\{ - \frac{\hat{P}_m \hat{P}_m}{2J(\epsilon - \epsilon_0)} F_{ji}^{-1} \right\} = - \frac{1}{J(\epsilon - \epsilon_0)} \frac{\partial \hat{P}_m}{\partial \nabla \phi_k} \hat{P}_m F_{ji}^{-1}. \quad (90)$$

From (32) we obtain:

$$\frac{\partial \hat{P}_i}{\partial \nabla \phi_k} = - J(\epsilon - \epsilon_0) F_{ki}^{-1}. \quad (91)$$

Then

$$\frac{\partial}{\partial \nabla \phi_k} \left\{ - \frac{\hat{P}_m \hat{P}_m}{2J(\epsilon - \epsilon_0)} F_{ji}^{-1} \right\} = \left( Q_2^B \right)_{ijk} = F_{ji}^{-1} F_{km}^{-1} \hat{P}_m. \quad (92)$$

Furthermore,

$$\frac{\partial}{\partial \nabla \phi_k} \{ E_i \hat{D}_j \} = \frac{\partial E_i}{\partial \nabla \phi_k} \hat{D}_j + E_i \frac{\partial \hat{D}_j}{\partial \nabla \phi_k}. \quad (93)$$

From (33) we have:

$$\frac{\partial \hat{D}_i}{\partial \nabla \phi_k} = - \epsilon J C_{ik}^{-1}. \quad (94)$$

Then we obtain

$$\frac{\partial}{\partial \nabla \phi_k} \{ E_i \hat{D}_j \} = \left( Q_2^C \right)_{ijk} = - F_{ki}^{-1} \hat{D}_j - \epsilon J E_i C_{jk}^{-1}. \quad (95)$$

Finally

$$\frac{\partial \Sigma_{MW}}{\partial \nabla X \phi} = Q_2 \quad (96)$$

with $Q_2 = Q_2^A + Q_2^B + Q_2^C$. Now let us perform the linearization of $R_2$ with respect to $\Delta u$. First,

$$D_{\Delta u} \{ \Sigma : \delta F \} = \delta F : C^{el} : \Delta F \quad (97)$$

with

$$C^{el} = \frac{\partial \Sigma}{\partial F}. \quad (98)$$

In addition, we have:

$$D_{\Delta u} \left( S : G(\delta u) \right) = G(\delta u) : \frac{\partial S}{\partial G} : \Delta G, \quad (99)$$
\[
\Delta G_{ijk} = \frac{\partial \Delta u_i}{\partial x_j \partial x_k}
\]
(100)

and

\[
\left( \frac{\partial S}{\partial G} \right)_{ijklmp} = (T)_{ijklmp} = g\delta_{il}\delta_{jk}\delta_{mp}.
\]
(101)

Now let us express

\[
\frac{\partial \tilde{\Sigma}_{MW}}{\partial F} = \frac{\partial}{\partial F} \left\{ -\frac{\epsilon_0}{2} J |E|^2 F^{-T} \right\} + \frac{\partial}{\partial F} \left\{ -\frac{|\tilde{P}|^2 F^{-T}}{2J(\epsilon - \epsilon_0)} \right\}
\]

\[
+ \frac{\partial}{\partial F} \{ E \otimes \tilde{D} \} = Q^A_3 + Q^B_3 + Q^C_3.
\]
(102)

Using

\[
\frac{\partial E_i}{\partial F_{kl}} = -\left( \tilde{F} \right)_{ijkl} \nabla \phi_j,
\]
(103)

and

\[
\frac{\partial \tilde{P}_i}{\partial F_{kl}} = -(\epsilon - \epsilon_0) J \left[ F_{ji}^{-1} F_{lk}^{-1} E_m^2 - 2 \left( \tilde{E} \right)_{mpkl} \nabla \phi_m E_m F_{ji}^{-1} + E_m^2 \left( \tilde{E} \right)_{ijkl} \right]
\]
(104)

we obtain, after tedious calculations:

\[
\left( Q^A_3 \right)_{ijkl} = -\frac{\epsilon J}{2} \left( F_{ji}^{-1} F_{lk}^{-1} E_m^2 - 2 \left( \tilde{E} \right)_{mpkl} \nabla \phi_m E_m F_{ji}^{-1} + E_m^2 \left( \tilde{E} \right)_{ijkl} \right)
\]
(105)

and

\[
\left( Q^B_3 \right)_{ijkl} = \frac{1}{2J(\epsilon - \epsilon_0)} \left[ F_{ji}^{-1} F_{lk}^{-1} \tilde{P}_m^2 \right.
\]

\[
-2(\epsilon - \epsilon_0) J \left( F_{pm}^{-1} F_{lk}^{-1} + \left( \tilde{E} \right)_{mpkl} \right) \nabla \phi_m \tilde{P}_m F_{ji}^{-1} + \tilde{P}_m^2 \left( \tilde{E} \right)_{ijkl} \right].
\]
(106)

Furthermore,

\[
\frac{\partial \tilde{D}_i}{\partial F_{kl}} = -\epsilon_0 \left\{ \frac{\partial J}{\partial F_{kl}} C_{ij}^{-1} \nabla \phi_j + JA_{ijkl} \nabla \phi_j \right\} + \frac{\partial F_{ij}^{-1}}{\partial F_{kl}} \tilde{P}_j + F_{ij}^{-1} \frac{\partial \tilde{P}_j}{\partial F_{kl}}.
\]
Then
\[
\frac{\partial}{\partial F_{kl}} (E_i \tilde{D}_j) = (Q_3^C)_{ijkl} = - (\tilde{F})_{ipkl} \nabla \phi_p \tilde{D}_j + E_i \frac{\partial \tilde{D}_j}{\partial F_{kl}}
\]
with
\[
\frac{\partial \tilde{D}_i}{\partial F_{kl}} = \epsilon_0 J \left( C_{ij}^{-1} F_{lk}^{-1} + (A)_{ijkl} \right) \nabla \phi_j + (\tilde{F})_{ijkl} \left( \tilde{P}_j + \tilde{P}_0 \right) + F_{ij}^{-1} \frac{\partial \tilde{P}_j}{\partial F_{kl}}.
\]

Finally, we set
\[
\tilde{\Sigma}_{MW} \frac{\partial G}{\partial \phi} = \mathbb{R}^A + \mathbb{R}^B \quad (107)
\]
with
\[
\mathbb{R}^A = f F^{-T} \otimes 1 \otimes \tilde{P} \quad (108)
\]
and
\[
\mathbb{R}^B = - J f (\epsilon - \epsilon_0) E \otimes F^{-T} \otimes 1. \quad (109)
\]

Finally, the linearized form associated with the mechanical problem is given by:
\[
\int_{\Omega_0} G(\delta \mathbf{u}) : Q_1 \cdot \nabla \mathbf{X} (\Delta \phi) d\Omega + \int_{\Omega_0} \delta F : Q_2 \cdot \nabla \mathbf{X} (\Delta \phi) d\Omega \\
+ \int_{\Omega_0} \delta F : C^{el} : \Delta \mathbf{F} d\Omega + \int_{\Omega_0} G(\delta \mathbf{u}) : \mathbf{T} : \Delta \mathbf{G} d\Omega \\
+ \int_{\Omega_0} \delta \mathbf{F} : \left( Q_3 : \Delta \mathbf{F} + \mathbb{R} : \Delta \mathbf{G} \right) d\Omega = - R_2(\mathbf{u}^k, \phi^k) \quad (110)
\]
with $\mathbb{R}^{(5)} = \mathbb{R}^A + \mathbb{R}^B$ and $Q_3 = Q_3^A + Q_3^B + Q_3^C$.

5.3 Dielectric embedded in a surrounding media

If a surrounding media is taken into account, we define the new residual:
\[
\tilde{R}_2(\mathbf{u}^k_{n+1}, \mathbf{u}_n, \phi^k_{n+1}) = \int_{\Omega_0} \Sigma(\mathbf{u}^k_{n+1}, \phi^k_{n+1}) : \delta \mathbf{F} + S(\mathbf{u}^k_{n+1}, \phi^k_{n+1}) : \delta \mathbf{G} d\Omega \\
- \int_{\Omega_0} \tilde{\mathbf{r}}^c \cdot \delta \mathbf{u} d\Omega - \int_{\partial \Omega_0} \tilde{\mathbf{t}}^c \cdot \delta \mathbf{u} d\Gamma - \int_{\partial \Omega_0} \left[ \left( \tilde{\Sigma}_{MW}(\mathbf{u}_n) \right) \right] \mathbf{N} \cdot \delta d\Gamma. \quad (111)
\]
The purpose of the above special form is to decouple the application of the discontinous Maxwell term \( [\hat{\Sigma}_{MW}(u_n)]N \) by prescribing it as forces assumed from the previous evolution increment \( n \) on \( \partial \Omega_0 \) at evolution increment \( n + 1 \). The staggered scheme is described in section 7. In that case, the new linearized problem to be solved is defined as:

\[
\int_{\Omega_0} G(\delta u) \cdot \mathbb{Q}_1(u^k_{n+1}, \phi^k_{n+1}) \cdot \nabla_X (\Delta \phi) d\Omega \\
\int_{\Omega_0} \delta F : \mathbb{C}^{el}(u^k_{n+1}, \phi^k_{n+1}) : \Delta F d\Omega + \int_{\Omega_0} G(\delta u) : \mathbb{T} : \Delta G d\Omega \\
= -\hat{R}_2(u^k_{n+1}, u_n, \phi^k_{n+1}).
\]

6 Discretization

In the following, we present the developments associated with the Finite Element discretization of the above problem. For the sake of simplicity, we restrict the developments to 2D, even though extension to 3D is straightforward. A mesh of elements is constructed over the domain \( V_0 \), containing \( N_e \) elements.

We first consider the fully-nonlinear problem with all couplings. The case of small small strains is treated in Appendix 12. The electric potential, test function and potential increment are approximated by:

\[
\phi = N_\phi \phi^e, \quad \delta \phi = N_\phi \delta \phi^e, \quad \Delta \phi = N_\phi \Delta \phi^e,
\]

with

\[
N_\phi = \begin{bmatrix} N_1(x); N_2(x); \ldots; N_n(x) \end{bmatrix},
\]

where \( N_I(x) \) is the shape function of node \( I \) in one element, with \( n \) the number nodes in one element \( e \) and \( I = 1, 2, \ldots, n \) denotes the index of the node. Above, \( \phi^e \) and \( \Delta \phi^e \) are column vectors of size \( n \). The gradient of the electric potential increment and of the related test functions are expressed by:

\[
\nabla_X (\Delta \phi) = B_\phi \Delta \phi^e, \quad \nabla_X (\delta \phi) = B_\phi \delta \phi^e
\]

where the matrix \( B_\phi \) is expressed by:

\[
B_\phi = \begin{bmatrix} D_\phi^{(1)}; D_\phi^{(2)}; \ldots; D_\phi^{(n)} \end{bmatrix}
\]

(115)
and

\[ D^{(I)}_\phi = \begin{bmatrix} \frac{\partial N_I(x)}{\partial x_1} \\ \frac{\partial N_I(x)}{\partial x_2} \end{bmatrix} . \tag{116} \]

Next, we introduce the related displacement discretization through:

\[ u = N_u u^e, \quad \delta u = N_u \delta u^e, \quad \Delta u = N_u \Delta u^e, \tag{117} \]

with

\[ N_u = \begin{bmatrix} N_u^{(1)}; N_u^{(2)}; \ldots; N_u^{(n)} \end{bmatrix}, \quad N_u^{(I)} = \begin{bmatrix} N_I(X) & 0 \\ 0 & N_I(X) \end{bmatrix}. \tag{118} \]

Then, we define the vector \([\Delta F]\) associated with the tensor \(\Delta F\):

\[ [\Delta F] = \begin{bmatrix} \frac{\partial \Delta u_1}{\partial X_1} \\ \frac{\partial \Delta u_1}{\partial X_2} \\ \frac{\partial \Delta u_2}{\partial X_1} \\ \frac{\partial \Delta u_2}{\partial X_2} \end{bmatrix}, \tag{119} \]

which can be related to nodal displacement increments \(\Delta u^e\) and test functions in the element \(e\) through:

\[ [\Delta F] = B_u \Delta u^e, \quad [\delta F] = B_u \delta u^e, \tag{120} \]

where

\[ B_u = \begin{bmatrix} D_u^{(1)}; D_u^{(2)}; \ldots; D_u^{(n)} \end{bmatrix} \tag{121} \]

with

\[ D_u^{(I)} = \begin{bmatrix} \frac{\partial N_I(X)}{\partial X_1} & 0 \\ \frac{\partial N_I(X)}{\partial X_2} & 0 \\ 0 & \frac{\partial N_I(x)}{\partial X_1} \\ 0 & \frac{\partial N_I(x)}{\partial X_2} \end{bmatrix} . \tag{122} \]

Now we introduce the vector associated with the 2D nonsymmetric compo-
The matrix components of $\mathcal{G}$:

$$
[\mathcal{G}(\Delta \mathbf{u})] =
\begin{bmatrix}
G_{111}(\Delta \mathbf{u}) & G_{112}(\Delta \mathbf{u}) & G_{121}(\Delta \mathbf{u}) & G_{122}(\Delta \mathbf{u}) \\
G_{111}(\Delta \mathbf{u}) & G_{112}(\Delta \mathbf{u}) & G_{121}(\Delta \mathbf{u}) & G_{122}(\Delta \mathbf{u}) \\
G_{111}(\Delta \mathbf{u}) & G_{112}(\Delta \mathbf{u}) & G_{121}(\Delta \mathbf{u}) & G_{122}(\Delta \mathbf{u}) \\
G_{111}(\Delta \mathbf{u}) & G_{112}(\Delta \mathbf{u}) & G_{121}(\Delta \mathbf{u}) & G_{122}(\Delta \mathbf{u})
\end{bmatrix}
= 
\begin{bmatrix}
\frac{\partial^2 \Delta u_1}{\partial X_1^2} & 0 & \frac{\partial^2 \Delta u_1}{\partial X_1 \partial X_2} & 0 \\
0 & \frac{\partial^2 \Delta u_1}{\partial X_1 \partial X_2} & \frac{\partial^2 \Delta u_1}{\partial X_1^2} & 0 \\
\frac{\partial^2 \Delta u_2}{\partial X_1 \partial X_2} & \frac{\partial^2 \Delta u_2}{\partial X_1^2} & 0 & \frac{\partial^2 \Delta u_2}{\partial X_2^2} \\
\frac{\partial^2 \Delta u_2}{\partial X_1 \partial X_2} & \frac{\partial^2 \Delta u_2}{\partial X_1^2} & 0 & \frac{\partial^2 \Delta u_2}{\partial X_2^2}
\end{bmatrix}.
\tag{123}
$$

Then the associated vectors $[\Delta \mathcal{G}]$ and $[\delta \mathcal{G}]$ are related to displacement increments and test functions through:

$$
[\Delta \mathcal{G}(\mathbf{u})] = \mathbf{B}_u \Delta \mathbf{u}^e, \quad [\delta \mathcal{G}(\mathbf{u})] = \mathbf{B}_u \delta \mathbf{u}^e
\tag{124}
$$

where

$$
\mathbf{B}_u = \begin{bmatrix} \tilde{D}^{(1)}_u ; \tilde{D}^{(2)}_u ; \ldots ; \tilde{D}^{(n)}_u \end{bmatrix}
\tag{125}
$$

with

$$
\tilde{D}^{(I)}_u = 
\begin{bmatrix}
\frac{\partial^2 N_I(\mathbf{X})}{\partial X_1^2} & 0 & \frac{\partial^2 N_I(\mathbf{X})}{\partial X_1 \partial X_2} & 0 \\
\frac{\partial^2 N_I(\mathbf{X})}{\partial X_1 \partial X_2} & \frac{\partial^2 N_I(\mathbf{X})}{\partial X_1^2} & 0 & \frac{\partial^2 N_I(\mathbf{X})}{\partial X_2^2} \\
0 & \frac{\partial^2 N_I(\mathbf{X})}{\partial X_1 \partial X_2} & \frac{\partial^2 N_I(\mathbf{X})}{\partial X_1^2} & 0 \\
0 & \frac{\partial^2 N_I(\mathbf{X})}{\partial X_1 \partial X_2} & 0 & \frac{\partial^2 N_I(\mathbf{X})}{\partial X_2^2}
\end{bmatrix}.
\tag{126}
$$

The residual $R_1$ is expressed by:

$$
R_1 = [\delta \phi^e]^T \mathbf{r}_1
\tag{127}
$$

with

$$
\mathbf{r}_1 = \int_{V_0} \mathbf{B}_\phi^T \mathbf{J} \mathbf{C}^{-1} \mathbf{B}_\phi \mathbf{[\phi]^k} + \mathbf{B}_\phi^T \mathbf{f} (\epsilon - \epsilon_0) \mathbf{F}^{-1} \mathbf{F} \mathbf{u}^e \mathbf{[u]^k} \ d\Omega

- \int_{V_0} \mathbf{B}_\phi^T \mathbf{F}^{-1} \mathbf{P}_0 + \mathbf{N}_\phi^T \mathbf{P}^e d\Omega - \int_{\partial V_0} \mathbf{N}_\phi^T \mathbf{D}_n^b \ d\Gamma.
$$
where the matrix \( \mathbf{I} \) is such that \( \mathbf{g} = \mathbf{I}[\mathcal{G}(\mathbf{u})] \) and is given by

\[
\mathbf{I} = \begin{bmatrix} 1 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 1 \end{bmatrix}.
\] (128)

6.1 Case without considering a surrounding medium

In this case, the residual \( \mathbf{r}_2 \), which is such that \( \mathbf{R}_2 = \mathbf{[δφ]}^T \mathbf{r}_2 \) \( \) (129)

is expressed as:

\[
\mathbf{r}_2 = \int_{\Omega_0} \mathbf{B}_u^T \mathbf{[P]}^e \mathbf{dΩ} + \int_{\Omega_0} \mathbf{B}_u^T \mathbf{[S]} \mathbf{dΩ} + \int_{\Omega_0} \mathbf{B}_u^T \mathbf{[Σ}_{MW}] \mathbf{dΩ}
- \int_{\Omega_0} \mathbf{N}_u^T \mathbf{f}^e \mathbf{dΩ} - \int_{\partial\Omega_0} \mathbf{N}_u^T \mathbf{t}^e \mathbf{dΓ}
\] (130)

with

\[
[\mathbf{Σ}_{MW}] = -\frac{ε_0}{2} |\mathbf{E}|^2 [\mathbf{F}^{-T}] - \frac{1}{2J(ε - ε_0)} \|\mathbf{P}\|^2 [\mathbf{F}^{-T}] + \mathbf{Z},
\] (131)

and

\[
[\mathbf{F}^{-T}] = \begin{bmatrix} F_{11}^{-T} \\ F_{12}^{-T} \\ F_{21}^{-T} \\ F_{22}^{-T} \end{bmatrix}, \quad [\mathbf{Σ}] = \begin{bmatrix} Σ_{11} \\ Σ_{12} \\ Σ_{21} \\ Σ_{22} \end{bmatrix}, \quad [\mathbf{Σ}_{MW}] = \begin{bmatrix} (Σ_{MW})_{11} \\ (Σ_{MW})_{12} \\ (Σ_{MW})_{21} \\ (Σ_{MW})_{22} \end{bmatrix}
\] (132)

\[
[\mathbf{S}] = \begin{bmatrix} S_{111} \\ S_{112} \\ S_{211} \\ S_{122} \\ S_{212} \\ S_{222} \end{bmatrix}, \quad \mathbf{Z} = \begin{bmatrix} E_1 \mathbf{D}_1 \\ E_1 \mathbf{D}_2 \\ E_2 \mathbf{D}_1 \\ E_2 \mathbf{D}_2 \end{bmatrix}
\] (133)

24
\[ |a|^2 = a^T a \] and
\[ \mathbf{E} = -F^{-T} B_\phi [\phi^e] \]
\[ \bar{\mathbf{P}} = -J(\epsilon - \epsilon_0) \left[ \tilde{f} \mathbf{I} \mathbf{B}_u u^e + F^{-T} B_\phi [\phi^e] \right] \]
\[ \mathbf{D} = -J\epsilon C^{-1} B_\phi [\phi^e] - Jf(\epsilon - \epsilon_0) F^{-1} \mathbf{I} \mathbf{B}_u u^e + F^{-1} \bar{\mathbf{P}}_0. \]

Above,
\[ [\mathbf{F}] = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 1 \end{bmatrix} + B_u u^e. \]

6.2 Case with considering a surrounding medium

In this case, the residual is expressed as
\[ \mathbf{r}_2 = \int_{\Omega_0} \mathbf{B}_u^T [\mathbf{\Sigma}] d\Omega + \int_{\Omega_0} \tilde{\mathbf{B}}_u^T [\mathbf{S}] d\Omega \]
\[ - \int_{\Omega_0} \mathbf{N}_u^T \tilde{f}^e d\Omega - \int_{\partial \Omega_0} \mathbf{N}_u^T f^e d\Gamma - \int_{\partial \Omega_0} \mathbf{N}_u^T f_{MW}^S d\Gamma, \]

where \( f_{MW}^S = [[\tilde{\mathbf{\Sigma}}_{MW}]] \mathbf{N} \). At the interface between the solid dielectric and the surrounding media (e.g. air), external forces are exerted due to the term \( f_{MW}^S \) in Eq. (66). In this work, we propose the following simple discretization for the term \( \int_{\partial \Omega_0} \mathbf{N}_u^T f_{MW}^S d\Gamma \). Considering an integration point on the interface \( \partial \Omega \), we define the approximation of the jump in \([[[\tilde{\mathbf{\Sigma}}_{MW}]]\mathbf{N}]\) as:
\[ [[[\tilde{\mathbf{\Sigma}}_{MW}]] \simeq \tilde{\mathbf{\Sigma}}_{MW}(x^+) - \tilde{\mathbf{\Sigma}}_{MW}(x^-) \]

where \( x^+ \) and \( x^- \) refer to integration points located in the center of two elements adjacent to the segment containing the point \( x \) (see Fig. 2).

\[ \frac{\partial u}{\partial x} = 0 \]

It is worth noting that if strain gradient is taken into account, the strong equations in (45) or in (185) are fourth-order nonlinear partial differential equations and require \( C^1 \)-continuity of the displacement field and associated \( C^1 \) Finite Elements, while the electric potential field can be discretized with
Figure 2. Two adjacent elements across the interface between the solid and surrounding media for the approximation of the Maxwell stress jump across the interface.

$C^0$ elements. Even though mixed finite elements requiring only $C^0$ continuity could be alternatively considered for handing strain gradient elasticity [34,4], in the present work, we have used linear triangle elements to discretize the potential field, while $C^1$ triangular Argyris elements with 21 degrees of freedom per element [11] have been chosen for the displacements. Note that other discretization choices are possible, as meshfree methods [1] or isogeometric FEM [18], which also ensure the $C^1$-continuity. The main objective of this paper is to provide the different formulations and linearization procedures, in which the discretization is a numerical ingredient that can be changed. We chose on purpose the simplest $C^1$ discretization based on triangular elements for the sake of convenience, but we are aware that such discretization might be cumbersome in 3D. Introducing the mentioned discretization techniques in the present framework is left to further studies.

6.3 Linearized system

Introducing approximations (112), (114) and (124) in weak forms (84) and (110) we obtain the following system of linear equations associated with the linearized problem in the Newton algorithm:

$$
\begin{bmatrix}
K_{11} & K_{12} \\
K_{21} & K_{22}
\end{bmatrix}
\begin{bmatrix}
\Delta \phi \\
\Delta u
\end{bmatrix} = -
\begin{bmatrix}
\mathbf{r}_1 \\
\mathbf{r}_2
\end{bmatrix},
$$

where the different matrices are expressed in the following.

$$
K_{11} = \int_{\Omega_0} J \epsilon \mathbf{B}_\phi^T \mathbf{C}^{-1} \mathbf{B}_\phi \, d\Omega, \quad (141)
$$

$$
K_{12} = \int_{\Omega_0} \mathbf{B}_\phi^T (\mathbf{M}_1 + \mathbf{M}_2 - \mathbf{M}_4) \mathbf{B}_u^T \, d\Omega + \int_{\Omega_0} \mathbf{B}_\phi^T \mathbf{M}_3 \mathbf{B}_u^T \, d\Omega, \quad (142)
$$

$$
K_{21} = \int_{\Omega_0} \mathbf{B}_u^T \mathbf{Q}_1 \mathbf{B}_\phi \, d\Omega + \int_{\Omega_0} \mathbf{B}_u^T \mathbf{Q}_2 \mathbf{B}_\phi \, d\Omega, \quad (143)
$$

$$
\tilde{K}_{22} = \int_{\Omega_0} \mathbf{B}_u^T \mathbf{C}^{el} \mathbf{B}_u \, d\Omega + \int_{\Omega} \mathbf{B}_u^T \mathbf{T} \mathbf{B}_u \, d\Omega + \int_{\Omega_0} \mathbf{B}_u^T \left( \mathbf{Q}_3 \mathbf{B}_u + \mathbf{R} \mathbf{B}_u \right) \, d\Omega. \quad (144)
$$
In the above, $M_1, M_2, M_3, M_4, Q_1, Q_2, C^{el}, T, Q_3$ and $R$ are the matrix forms corresponding to the operators $M_1, M_2, M_3, M_4, Q_1, Q_2, C^{el}, T, Q_3$ and $R$, respectively.

Solving the linear system (140), the nodal displacements and electric potentials are updated through

$$u^{k+1} = u^k + \Delta u,$$  \hspace{1cm} (145)

$$\phi^{k+1} = \phi^k + \Delta \phi,$$  \hspace{1cm} (146)

until a convergence criterion is reached.

7 A staggered algorithm for simulation of soft solids subjected to Maxwell stress in a surrounding medium

In this section, we describe a staggered algorithm to solve the full problem of soft dielectrics in surrounding media, subjected to Maxwell stress. Due to severe nonlinearities, solving the problem (140) in a monolithical fashion may lead to convergence issues. To alleviate this problem, the following algorithm can be employed. To avoid spurious distortions of the mesh related to the surrounding medium when the domain $\Omega$ is deformed, a displacement field in the surrounding domain is artificially defined, and fictitious elastic properties are assigned to the surrounding domain defined in $\Omega_0$. Let $\phi^n(x), u^n(x)$ $v^n(x)$ denote the potential field in $V_0$, the displacement field in $\Omega_0$ and the displacement field in $\Omega_0$ at time step $t^n$. The algorithm runs as follows:

1. For each time step $t^{n+1}$ (increment of external electric or mechanical loading)
   (a) Given $u^n$, solve the dielectric problem (54) $\forall x \in V_0$, to find $\phi^{n+1}(x)$.
   (b) Compute the surface Maxwell forces $f_{MW}^S(\phi^{n+1}, u^n) = [[\Sigma_{MW}(\phi^n, u^n)]]N$, using (38), (39) and the discretization procedure described in section 6.
   (c) Solve the mechanical problem (66) $\forall x \in \Omega_0$, to find $u^{n+1}(x)$.
   (d) Prescribe Dirichlet boundary conditions obtained from (c) on $\partial \Omega_0$ in $\Omega_0$ using $u^{n+1}(x)$ and solve the fictitious elastic problem in $\Omega_0$ to find $v^{n+1}(x)$
   (e) Update
      - $\phi^n(x) = \phi^{n+1}(x)$
      - $u^{n+1}(x) = u^n(x)$
      - $v^{n+1}(x) = v^n(x)$

2. Go to (1)
Figure 3. Bilayer material with uniform charge $\rho$ subjected to voltage.

Note that this algorithm uses the Newton method described in the previous sections, but only avoids the linearization of the surface term by prescribing it as a given force term known from the previous iteration.

8 Applications: numerical examples

8.1 Effective piezoelectricity induced by coupling electrets and Maxwell stress

The objective of this first example is to validate the present framework in the context of Maxwell stress at small strains. A unidimensional structure is composed of two layers with respective Young’s modulus $E_1$ and $E_2$ and permittivity coefficients $\epsilon_1$ and $\epsilon_2$, as depicted in Figure 3.

A charge $\rho^e(x)$ is uniformly distributed over the structure. The $(x = 0)$-side is subjected to a potential $\phi = 0$ and clamped, while the $(x = H)$-side is subjected to a potential $\phi = +V$ and is free of mechanical loading. In 1D, we have:

$$ e(x) = \frac{d\phi(x)}{dx}, \quad D(x) = -\epsilon \frac{d\phi(x)}{dx}, \quad p(x) = -(\epsilon - \epsilon_0) \frac{d\phi(x)}{dx} $$  \hspace{1cm} (147)

where $\phi$, $e$, $D$, and $p$ denote electric potential, electric field, electric displacement and polarization, respectively. Then the equations of the dielectric problem degenerate to:

$$ \frac{d}{dx} D(x) = \rho^e $$  \hspace{1cm} (148)

or

$$ \frac{d^2}{dx^2} \phi(x) = -\frac{\rho^e}{\epsilon} $$  \hspace{1cm} (149)

with continuity equations at the interface:

$$ [[\phi(a)]] = 0, \quad [[D(a)]] = 0. $$  \hspace{1cm} (150)
Then the solution $\phi(x)$ in each domain is given in the form:

$$
\phi(y) = \begin{cases} 
-\rho e^{\frac{x^2}{2\epsilon_2}} + A_1 x, & 0 \leq x \leq a \\
\rho e^{\frac{x^2}{2\epsilon_1}} + A_2 x + A_3, & a \leq x \leq H
\end{cases}
$$

(151)

where $A_1$, $A_2$ and $A_3$ are solution of:

$$
\begin{bmatrix} 0 & H & 1 \\
a & -a & 1 \\
\epsilon_2 & \epsilon_1 & 0 \end{bmatrix} \begin{bmatrix} A_1 \\
A_2 \\
A_3 \end{bmatrix} = \begin{bmatrix} V + \frac{\rho e H^2}{2\epsilon_1} \\
-V - \frac{\rho e a^2}{2} \left( \frac{1}{\epsilon_1} - \frac{1}{\epsilon_2} \right) \\
0 \end{bmatrix}.
$$

(152)

The first line of the system is associated with the boundary condition $\phi(H) = V$, the second one with the continuity of potential across the interface ($x = a$), and the last one with the continuity of electric displacement at the interface.

Then we note that the mechanical problem can be solved in an uncoupled manner, given the solution $\phi(x)$. In 1D, the equation of the mechanical balance problem is given by:

$$
\frac{d}{dx} \left( \sigma^e(x) + \tilde{\sigma}_{MW}(x) \right) = 0
$$

(153)

with

$$
\sigma^e(x) = E \frac{du(x)}{dx},
$$

(154)

$$
\tilde{\sigma}_{MW}(x) = -\epsilon_0 \frac{1}{2} \left( \frac{d\phi(x)}{dx} \right)^2 + e(x)d(x) - \epsilon - \epsilon_0 \frac{1}{2} \left( \frac{d\phi(x)}{dx} \right)^2
$$

(155)

Then Eq. (153) can be rewritten as:

$$
E \frac{du(x)}{dx} = -\epsilon \frac{d^2\phi(x)}{dx^2} \frac{d\phi(x)}{dx}
$$

(156)

with continuity equations at the interface:

$$
[[u(a)]] = 0, \quad [[\sigma^e(a) + \tilde{\sigma}_{MW}(a)]] = 0
$$

(157)

and boundary conditions

$$
u(0) = 0, \quad \sigma^e(H) + \sigma_{MW}(H) = 0.
$$

(158)
Then solving the displacement equation leads to

$$u_y(y) = \begin{cases} \frac{\rho^e}{E_2} \left( B_2 x + \frac{A_1 x^2}{2} - \frac{\rho^e x^3}{6e_2} \right), & 0 \leq x \leq a \\ \frac{\rho^e}{E_1} \left( B_3 + B_1 x + \frac{A_2 x^2}{2} - \frac{\rho^e x^3}{6e_1} \right), & a \leq x \leq H, \end{cases}$$

(159)

where $B_1$, $B_2$ and $B_3$ are solutions of:

$$\begin{bmatrix} \rho^e & 0 & 0 \\ 1 & -1 & 0 \\ \frac{a}{E_1} - \frac{a}{E_2} & \frac{1}{E_2} \end{bmatrix} \begin{bmatrix} B_1 \\ B_2 \\ B_3 \end{bmatrix} = \begin{bmatrix} F_1 \\ F_2 \\ F_3 \end{bmatrix}.$$

(160)

In Eq. (160), the first equation corresponds to the free load condition at $(x = H)$, the second one to the continuity of total stress across the interface, and the last one to the continuity of displacements across the interface, and

$$F_1 = \rho^e \left( \frac{\rho^e H^2}{2e_1} - A_2 H \right) - \frac{\epsilon_1}{2} \left( \frac{\rho^e H}{e_1} A_2 \right)^2,$$

(161)

$$F_2 = \frac{\rho^e a^2}{2} \left( \frac{1}{\epsilon_1} - \frac{1}{\epsilon_2} \right) + a (A_1 - A_2) + \frac{\epsilon_2}{2\rho^e} \left( A_1 - \frac{\rho^e a}{\epsilon_2} \right)^2,$$

(162)

$$F_3 = \frac{1}{E_2} \left( A_1 a^2 - \frac{\rho^e a^3}{6e_2} \right) + \frac{1}{E_1} \left( \frac{\rho^e a^3}{6e_1} - \frac{A_2 a^2}{2} \right).$$

(163)

The effective piezoelectric coefficient is computed as

$$d^{eff} = \frac{\partial u_y(H)}{\partial V}.$$

(164)

Comparisons between FEM simulation and the exact solution are presented in Figure 4 for different $E_2/E_1$ ratio, with $\rho^e = 0.001 \text{ C/m}^3$, $E_1 = 1 \text{ MPa}$, $\epsilon_1 = 2\epsilon_0$, $\epsilon_2 = 20\epsilon_0$, $H = 1 \text{ mm}$, $a = H/2$. The results show a very good agreement between the theory and the numerical solution, which validates the present numerical framework in this case.

8.2 Flexoelectricity

In this second example, flexoelectricity is considered, i.e. the material parameters $f$ and $g$ in Eq. (24) are no more neglected. We neglect Maxwell stress and the small strain assumption is adopted. A uniform bar is submitted to the conditions described in Fig. 5.
Figure 4. Effective piezoelectric coefficient $d_{eff}$ as a function of the ratio $E_2/E_1$.

$$u = 0 \quad u = \bar{u}$$

Figure 5. Layer with flexoelectric properties subjected to voltage.

$$\phi = -V \quad \phi = +V$$

The material parameters are chosen as follows: $\epsilon_0 = 8.854$ C/m$^2$, $\epsilon = 17.708$ C/m$^2$, $E = 1$ MPa, $\nu = 0$, the elastic coefficient $g$ associated to strain gradient rigidity in (24) varies between $10^{-3}$ and 1, the flexoelectric coefficient $f$ in (24) varies between 0 and $10^{-1}$, $\rho^0 = 0$ C/m$^3$, $p^0 = 0$ V/m, $\bar{u} = 0.1$ mm, $V = 10^{-3}$ V, $H = 1$ mm. The analytical solution of this problem is given by:

$$u(x) = \frac{\pi e^{-\frac{\nu}{\bar{u}}} - 2k e^{\frac{\nu}{\bar{u}}} + 2k e^{\frac{\nu + \xi}{\bar{u}}} + e^{\frac{\nu + \xi}{\bar{u}}} (2k - L - 2x) - e^{\frac{\nu}{\bar{u}}} (2k + L + 2x)}{2 \left(2k \left[\frac{\nu}{\bar{u}} - 1\right] - H \left[\frac{\nu}{\bar{u}} + 1\right]\right)}$$  \hspace{1cm} (165)

$$\phi(x) = \frac{\pi G_u + VG_V}{eH \left(2k - 2ke^{\frac{\nu}{\bar{u}}} + H + He^{\frac{\nu}{\bar{u}}}\right)},$$  \hspace{1cm} (166)

with

$$G_u = -e^{\frac{\nu}{\bar{u}}} \left\{-e^{\frac{\nu}{\bar{u}}} + e^{\frac{\nu + \xi}{\bar{u}}} - e^{\frac{\nu + 2\xi}{\bar{u}}}\right\} (\epsilon - \epsilon_0) f H,$$  \hspace{1cm} (167)
\[ G_V = -2x\epsilon \left( 2k \left[ e^\frac{H}{k} - 1 \right] - H \left[ e^\frac{H}{k} + 1 \right] \right). \] 

(168)

In the above, \( k = \sqrt{A/E} \) and

\[ A = g - (\epsilon - \epsilon_0)f^2 \left[ 1 - \frac{(\epsilon - \epsilon_0)}{\epsilon} \right] \] 

(169)

To our knowledge, this solution is provided in this paper for the first time.

To solve numerically the problem, we model the one-dimensional problem in a two-dimensional domain by prescribing appropriate boundary conditions to render the problem 1D. A square domain has been discretized into 15 \( \times \) 15 nodes, corresponding to 392 regular triangular Argyris [11] elements to guarantee the \( C^1 \)-continuity.

In Figs. 6-9 the displacement solution as well as the potential distribution along \( x \) is provided. First, the elasticity gradient coefficient \( g \) has been varied for a fixed value of the flexoelectric coefficient \( f = 0.01 \). Second, \( f \) has been varied for a fixed value of \( g = 1 \). In each case, the exact solution has been compared with the numerical solution. We can note here again a very good agreement between the analytical and numerical solutions.

8.3 Finite strains: soft cylindrical body in an electrical field

In this example, we consider a soft cylindrical body subjected to an electric field in a finite square box, as described in Fig. 8. Related experimental and numerical works can be found e.g. in [37,30,22]. The geometry and boundary conditions of the problem are depicted in Fig. 8 (a), and the corresponding mesh is depicted in Fig. 8 (b). For the sake of symmetry, only a half of the problem is modeled and meshed. The body is surrounded by air in the square domain. A voltage is applied on the upper \((y = -H)\) and lower \((y = H)\) ends of the square domain. For the sake of simplicity, plane strain are assumed. The material properties of the soft body are: \( E = 0.01 \) MPa, \( \nu = 0.45 \). The staggered algorithm described in section 7 has been used.

Due to the Maxwell stress, the body is stretched when the voltage is increased, as depicted in Fig. 9. It is worth noting that due to the surface term \([\Sigma_{MW}]N\) in (66), the initial circular section does not remain an ellipsoid but takes a more complex shape.

The evolution of the stretch \( \lambda_1 \) in the \( y \)-direction as a function of the applied electric current \(|E_0|^2\), \( E_0 = 2Ve_2 \) is depicted in Fig. 10 for several values of the soft body’s relative permittivity \( \epsilon^r = \epsilon/\epsilon_0 \).
Due to severe nonlinearities and probably the occurrence of instabilities, the present formulation was not able to simulate larger strains than the ones indicated in Fig. 10. Implementation of more robust algorithms for taking into account these nonlinearities and possible instabilities are reported to future studies, e.g. by implementing an arc-length control algorithm, or by introducing inertia effects, as proposed by Park et al. in [29].

9 Conclusion

In the present work, a finite element framework has been introduced to solve the response of nonlinear, flexoelectric soft dielectric materials at small and
finite strains, with effects of Maxwell stress. Weak forms and finite element discretizations able to handle strain gradient in the context of flexoelectricity have been introduced. Numerical algorithms for the treatment of a soft dielectric in a surrounding medium have been proposed, more specifically to handle the effects of discontinuities of the Maxwell stress at the interfaces. Finally, several benchmarks have been presented to assess the present formulations and numerical schemes, through applications of special cases of interest: induced piezoelectricity in non-piezoelectric materials due to coupling of Maxwell stress and electrets, flexoelectricity, or stretching of electroactive soft dielectrics and polymers subjected to an external electric field.
Figure 8. Soft cylindrical body subjected to an electric field; (a) geometry; (b) FEM mesh.

Figure 9. Electric field $\tilde{E}(x)_2$ and deformed configuration of the ellipsoid (magnified 10 times) for an applied electric field (a) $E_0 = 0.009$ V/m and (b) $E_0=0.141$ V/m, $\epsilon_r = 20$, $E=0.01$ MPa, $\nu = 0.45$.
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11 Appendix: Particular cases

Here, we particularize the above developments to special cases of interests.
11.1 Flexoelectric elastomers at finite strains

If Maxwell stress is neglected but the material is flexoelectric, we obtain the following equations for finite strains flexoelectricity (we assume that we do not consider the surrounding medium here):

11.1.1 Strong form

\[
\nabla_X \cdot (\tilde{\mathbf{D}}) = \tilde{\rho}^e \quad \text{in} \ V_0
\]

where \(\tilde{\mathbf{D}}\) is given by (33), with boundary conditions

\[
\phi = \phi^b \quad \text{on} \ \partial V_{0b},
\]

\[
\mathbf{N} \cdot \tilde{\mathbf{D}} = D^b_n \quad \text{on} \ \partial V_D.
\]

\[
\nabla_X \cdot \Sigma - \nabla_X \cdot (\nabla_X \cdot \mathbf{S}) + \tilde{\mathbf{f}}^e = 0 \quad \text{in} \ \Omega_0,
\]

with boundary conditions

\[
\mathbf{u} = \mathbf{u}^b \quad \text{on} \ \partial \Omega_{u0},
\]

\[
\Sigma \mathbf{N} - (\nabla_X \cdot \mathbf{S}) \mathbf{N} - \tilde{\mathbf{t}}^e = 0 \quad \text{on} \ \partial \Omega_{F0},
\]

and

\[
\mathbf{S} \mathbf{N} \otimes \mathbf{N} = 0 \quad \text{on} \ \partial \Omega_0.
\]
11.1.2 Weak form

The weak form is straightforwardly expressed by

\[
(54) \quad \int_{\Omega} \left( \mathbf{\Sigma} : \delta \mathbf{F} + \mathbf{S} : \delta \mathbf{G} \right) d\Omega - \int_{\Omega_0} \hat{\mathbf{f}}^e \cdot \delta \mathbf{u} d\Omega - \int_{\partial \Omega_{b, p}} \hat{\mathbf{t}}^e d\Gamma \\
= -R_2(u, \phi) = 0. \tag{177}
\]

11.1.3 Consistent linearization

The linearized problem of finite strain flexoelectricity is given by:

\[
(84) \quad \int_{\Omega} \mathbf{G}(\delta \mathbf{u}) : \mathbb{Q}_1 : \nabla_X (\Delta \phi) d\Omega + \int_{\Omega_0} \delta \mathbf{F} : \mathbb{C}^{el} : \Delta \mathbf{F} d\Omega \\
+ \int_{\Omega_0} \mathbf{G}(\delta \mathbf{u}) : \mathbb{T} : \Delta \mathbf{G} d\Omega = -R_2(u^k, \phi^k). \tag{178}
\]

11.2 Dielectric elastomers without flexoelectricity and Maxwell stress

The case of taking into account Maxwell stress in a non-flexoelectric material is simply obtained by taking \( f = 0 \) and \( g = 0 \) in the formulations of sections 3 and 4.

11.3 Assumption of small strains

In this section, we consider the case where small perturbations are assumed.
In this case, \( J \simeq 1, \mathbf{C} \simeq 1, \mathbf{F} \simeq 1 \).

The strong form is given as follows:
For the dielectric problem:

\[ \nabla \cdot (\mathbf{d}) = \rho^e \text{ in } V \]  

(179)

with \( \mathbf{e} = -\nabla \phi \),

\[ \mathbf{d} = -\epsilon \nabla \phi - (\epsilon - \epsilon_0) f \mathbf{g} + \mathbf{p}^0, \]

(180)

\[ \mathbf{p} = -(\epsilon - \epsilon_0) [f \mathbf{g} + \nabla \phi]. \]

(181)

where \( \mathbf{p}^0 \) is the extrinsic polarization and

\[ g_i = \nabla \epsilon_{ikk} \]

(182)

with boundary conditions

\[ \phi = \phi^b \text{ on } \partial V, \]

(183)

\[ \mathbf{n} \cdot \mathbf{d} = d^b_n \text{ on } \partial V_D. \]

(184)

For the mechanical problem:

\[ \nabla \cdot \sigma - \nabla \cdot (\nabla \cdot S') + \nabla \cdot \tilde{\sigma}_{MW} + f^e = 0 \text{ in } \Omega \]

(185)

with boundary conditions

\[ \mathbf{u} = \mathbf{u}^b \text{ on } \partial \Omega_u, \]

(186)

\[ \sigma \mathbf{n} - (\nabla \cdot S') \mathbf{n} + [[\tilde{\sigma}_{MW}]] \mathbf{n} - t^e = 0 \text{ on } \partial \Omega_F \]

(187)

and

\[ S' : \mathbf{n} \otimes \mathbf{n} = 0 \text{ on } \partial \Omega \]

(188)

with

\[ \tilde{\sigma}_{MW} = -\frac{\epsilon_0}{2} |\mathbf{e}|^2 1 - \frac{|\mathbf{p}|^2}{2(\epsilon - \epsilon_0)} + \mathbf{e} \otimes \mathbf{d}. \]

(189)

With definition (24), we obtain, after algebraic computations:

\[ (S')_{ijk} = \frac{\partial \psi^{\text{flexo}}}{\partial \nabla \epsilon_{ijk}} = \frac{g}{2} (\nabla \epsilon_{ipp} \delta_{jk} + \delta_{ik} \nabla \epsilon_{jpp}) + \frac{f}{2} (p_i \delta_{jk} + \delta_{ik} p_j). \]

(190)

The weak form associated with the dielectric problem is given by

\[
\int_V \epsilon \nabla \phi \cdot \nabla (\delta \phi) d\Omega + \int_\Omega (\epsilon - \epsilon_0) f \mathbf{g} \cdot \nabla (\delta \phi) d\Omega \\
- \int_V \mathbf{p}^0 \cdot \nabla (\delta \phi) d\Omega - \int_V \rho^e \delta \phi d\Omega = R_1(\mathbf{u}^k, \phi^k)
\]

(191)

The weak form associated with the mechanical problem is given as follows.

Let us define \( (\mathcal{G}')_{ijk} = \frac{\partial m_i}{\partial x_j \partial x_k} \). As \( (S')_{ijk} \) is symmetric with respect to \( i \) and \( j \)
indices, and as \( \nabla \varepsilon_{ijk} = \nabla \varepsilon_{jik} \), we have:

\[
S'_{ijk} G'_{ijk} = S'_{ijk} \frac{1}{2} (G'_{jik} + G'_{jki}) = S'_{ijk} \nabla \varepsilon_{ijk}.
\] (192)

We finally obtain the weak form for the mechanical problem:

\[
\int_{\Omega} \sigma : \varepsilon(\delta u) d\Omega + S' : \nabla \varepsilon(\delta u) d\Omega + \int_{\Omega} \tilde{\sigma}_{MW} : \varepsilon(\delta u) d\Omega
- \int_{\Omega} f^e \cdot \delta u d\Omega - \int_{\partial \Omega_F} t^e \cdot \delta u d\Gamma = 0,
\] (193)

where \( \nabla \varepsilon(\delta u)_{ijk} = \frac{\partial \delta u}{\partial x^i} \frac{\partial \delta u}{\partial x^j} \frac{\partial \delta u}{\partial x^k} \). We notice that even considering small perturbations, the problem remains nonlinear due to the Maxwell stress term. Then, a linearization of the problem around a known solution \((\phi^k, u^k)\) is performed through:

\[
R'_1(u^k, \phi^k + \Delta \phi) \simeq \nonumber \\
R'_1(u^k, \phi^k) + D_{\Delta u} R'_1(u^k, \phi^k) + D_{\Delta \phi} R'_1(u^k, \phi^k).
\] (194)

\[
R'_2(u^k, \phi^k + \Delta \phi) \simeq \nonumber \\
R'_2(u^k, \phi^k) + D_{\Delta u} R'_2(u^k, \phi^k) + D_{\Delta \phi} R'_2(u^k, \phi^k).
\] (195)

In the following, we develop the different terms associated with the above linearization process. We can express:

\[
D_{\Delta \phi} \{(\varepsilon - \varepsilon_0) f g \cdot \nabla (\delta \phi)\} = \nabla (\delta \phi) \cdot \tilde{\mathbf{M}} : \nabla \varepsilon(\Delta u)
\] (196)

with

\[
(\tilde{\mathbf{M}})_{ijkl} = \frac{f(\varepsilon - \varepsilon_0)}{2} (\delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl}).
\] (197)

Then, the linearized form associated with the dielectric problem is obtained as:

\[
\int_V \varepsilon \nabla (\Delta \phi) \cdot \nabla (\delta \phi) d\Omega + \int_V \nabla (\delta \phi) \cdot \tilde{\mathbf{M}} : \nabla \varepsilon(\Delta u) d\Omega = -R'_1(u^k, \phi^k).
\] (198)

To derive the linearized equations associated with the mechanical problem, we
note that:

$$\frac{\partial S^\prime_{ijk}}{\partial \nabla \phi_l} = - \frac{f(\epsilon - \epsilon_0)}{2} (\delta_{il} \delta_{jk} + \delta_{ik} \delta_{jl}) = - (\hat{M})_{sklj}.$$  (199)

We have

$$\frac{\partial \sigma_{MW}}{\partial \nabla \phi} = \hat{Q}^A_3 + \hat{Q}^B_3 + \hat{Q}^C_3$$  (200)

with

$$\left( \hat{Q}^A_3 \right)_{ijk} = - \epsilon_0 \delta_{ij} e_k,$$  (201)

$$\left( \hat{Q}^B_3 \right)_{ijk} = - (\delta_{ik} d_j + \epsilon e_i \delta_{jk}),$$  (202)

$$\left( \hat{Q}^C_3 \right)_{ijk} = \delta_{ij} p_k$$  (203)

We set:

$$\frac{\partial \hat{\sigma}_{MW}}{\partial \nabla \epsilon} = \hat{R}^A + \hat{R}^B$$  (204)

with

$$\left( \hat{R}^A \right)_{ijklmp} = - \epsilon_i (\epsilon - \epsilon_0) f \left[ \delta_{jk} \delta_{lp} + \delta_{jl} \delta_{kp} \right]$$  (205)

and

$$\left( \hat{R}^B \right)_{ijklmp} = f \left[ \delta_{ij} \left[ \delta_{lp} p_k + \delta_{kp} P_l \right] \right].$$  (206)

Finally

$$D_{\Delta u} \left\{ S' : \nabla \varepsilon(\Delta u) \right\} = \nabla \varepsilon(\Delta u) : \hat{T} : \nabla \varepsilon(\Delta u).$$  (207)

with

$$\hat{T} = \frac{\partial S'}{\partial \nabla \epsilon};$$  (208)

$$\left( \hat{T} \right)_{ijklmp} = g \left[ \delta_{ik} \left[ \delta_{jl} \delta_{mp} + \delta_{jm} \delta_{lp} \right] + \delta_{jk} \left[ \delta_{il} \delta_{mp} + \delta_{lm} \delta_{ip} \right] \right].$$  (209)

After other similar computations (see section 5), we finally obtain the linearized form associated with the mechanical problem in the case of small strains assumption:
12 Appendix: discretization for small strains

In this appendix, we consider case of small strains assumption, taking into account flexoelectricity and Maxwell stress. The electric potential increment and associated test function are expressed in the same manner than in the previous section.

Next, we classically introduce the vector \([\Delta \varepsilon]\) associated with the tensor \(\Delta \varepsilon\):

\[
[\Delta \varepsilon] = \begin{bmatrix}
\varepsilon_{11}(\Delta u)
\varepsilon_{22}(\Delta u)
2\varepsilon_{12}(\Delta u)
\end{bmatrix} = \begin{bmatrix}
\frac{\partial \Delta u_1}{\partial x_1}
\frac{\partial \Delta u_2}{\partial x_2}
\frac{\partial \Delta u_2}{\partial x_1} + \frac{\partial \Delta u_1}{\partial x_2}
\end{bmatrix}
\]

(210)

which can be related to nodal displacement increments \(\Delta u^e\) and test functions in the element \(e\) through:

\[
[\Delta \varepsilon] = \mathbf{B}_u \Delta u^e, \quad [\delta \varepsilon] = \mathbf{B}_u \delta u^e
\]

(211)

where

\[
\mathbf{B}_u = \begin{bmatrix}
\mathbf{D}_u^{(1)}; \mathbf{D}_u^{(2)}; \ldots; \mathbf{D}_u^{(n)}
\end{bmatrix}
\]

(212)

with

\[
\mathbf{D}_u^{(l)} = \begin{bmatrix}
\frac{\partial N_l(X)}{\partial X_1} 0 \\
0 \quad \frac{\partial N_l(X)}{\partial X_2}
\end{bmatrix}
\]

(213)

Now we introduce the vector associated with the 2D nonsymmetric compo-
components of $\nabla \varepsilon$:

$$\begin{bmatrix}
\nabla \varepsilon_{111} \\
\nabla \varepsilon_{112} \\
2\nabla \varepsilon_{121} \\
2\nabla \varepsilon_{122} \\
\nabla \varepsilon_{221} \\
\nabla \varepsilon_{222}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial^2 u_1}{\partial x_1^2} \\
\frac{\partial^2 u_1}{\partial x_1 \partial x_2} + \frac{\partial^2 u_2}{\partial x_2^2}
\end{bmatrix}. \quad (214)$$

Then the associated vectors $[\nabla \varepsilon(\Delta u)]$ and $[\nabla \varepsilon(\delta u)]$ are related to displacement increments and test functions through:

$$[\nabla \varepsilon(\Delta u)] = \tilde{B}_u \Delta u^e, \quad [\nabla \varepsilon(\delta u)] = \tilde{B}_u \delta u^e, \quad (215)$$

where

$$\tilde{B}_u = \begin{bmatrix}
\tilde{D}^{(1)}_u; \tilde{D}^{(2)}_u; \ldots; \tilde{D}^{(n)}_u
\end{bmatrix} \quad (216)$$

with

$$\tilde{D}^{(l)}_u =
\begin{bmatrix}
\frac{\partial^2 N_I(x)}{\partial x_1^2} & 0 \\
\frac{\partial^2 N_I(x)}{\partial x_1 \partial x_2} & 0 \\
\frac{\partial^2 N_I(x)}{\partial x_1 \partial x_2} & \frac{\partial^2 N_I(x)}{\partial x_1^2} + \frac{\partial^2 N_I(x)}{\partial x_2^2} \\
0 & \frac{\partial^2 N_I(x)}{\partial x_1 \partial x_2} \\
0 & \frac{\partial^2 N_I(x)}{\partial x_2^2}
\end{bmatrix}. \quad (217)$$

We then introduce the vector containing the components of $S'$:

$$[S'] =
\begin{bmatrix}
S'_{111} \\
S'_{112} \\
S'_{121} \\
S'_{122} \\
S'_{221} \\
S'_{222}
\end{bmatrix}. \quad (218)$$
From (190), \([S']\) is related to \([\nabla \varepsilon(u)]\) through:

\[
[S'] = T'[\nabla \varepsilon(u)] + U p
\]  

(219)

where

\[
T' = g \begin{bmatrix}
1 & 0 & 0 & 1/2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1/4 & 0 & 0 & 1/2 \\
1/2 & 0 & 0 & 1/4 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1/2 & 0 & 0 & 1/2 \\
\end{bmatrix}, \quad U = f \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
\]  

(220)

Introducing the different above discretization expressions in (198) and (11.3), we finally obtain the linear system of equations in the form:

\[
\begin{bmatrix}
\tilde{K}_{11} & \tilde{K}_{12} \\
\tilde{K}_{21} & \tilde{K}_{22}
\end{bmatrix}
\begin{bmatrix}
\Delta \phi \\
\Delta u
\end{bmatrix} =
- \begin{bmatrix}
\tilde{r}'_1 \\
\tilde{r}'_2
\end{bmatrix}
\]  

(221)

where

\[
\tilde{K}_{11} = \int_V \epsilon B_\phi^T B_\phi d\Omega, \quad (222)
\]

\[
\tilde{K}_{12} = \int_V B_\phi^T f(\epsilon - \epsilon_0) \tilde{B}_u d\Omega. \quad (223)
\]

Before providing the expressions for \(\tilde{K}_{21}\) and \(\tilde{K}_{22}\), we express the residuals \(\tilde{r}'_1\) and \(\tilde{r}'_2\) in what follows.

The residual \(R'_1\) is such that:

\[
R'_1 = [\delta \phi']^T \tilde{r}'_1
\]  

(224)

with

\[
\tilde{r}'_1 = \int_V \epsilon B_\phi^T B_\phi [\phi^e]^k d\Omega + \int_V f(\epsilon - \epsilon_0) B_\phi^T \tilde{B}_u [u^e]^k d\Omega
\]

\[
- \int_V B_\phi^T p^\phi d\Omega - \int_{\partial V} N_\phi^T D_n h^\epsilon d\Gamma - \int_V N_\phi^T \rho^\epsilon d\Omega.
\]
with

\[
I = \begin{bmatrix}
1 & 0 & 0 & 1/2 & 0 & 0 \\
0 & 0 & 1/2 & 0 & 0 & 1
\end{bmatrix}.
\]  

(225)

The residual \( R'_2 \) is such that:

\[
R'_2 = [\delta u^e]^T r'_2
\]

(226)

with

\[
r'_2 = \int_{\Omega} \hat{B}^T u C \phi^e [u^e]^k d\Omega + \int_{\Omega} \hat{B}^T u [S'] d\Omega + \int_{\Omega} \hat{B}^T u [\hat{\sigma}_{MW}] d\Omega
\]

\[- \int_{\Omega} N_T^T f d\Omega + \int_{\partial \Omega_T} N_T^T t d\Gamma,
\]

(227)

with

\[
[\hat{\sigma}_{MW}] = - \int_{\Omega} \frac{1}{2} \left\{ \epsilon_0 |e^k|^2 + \frac{1}{(\epsilon - \epsilon_0)} |\hat{p}^k|^2 \right\} 1 + \hat{Z},
\]

\[
|e^k|^2 = [\phi^e]^T \hat{B}^T \phi^e [\phi^e]^k
\]

(228)

and

\[
|\hat{p}^k|^2 = [\hat{p}^k]^T \hat{p}^k
\]

(229)

with

\[
\hat{p}^k = -(\epsilon - \epsilon_0) \left[ f \hat{I} \hat{B}_u [u^e]^k + \hat{B}_\phi [\phi^e]^k \right].
\]

(230)

Above, the vector \( \hat{Z} \) is given by:

\[
\hat{Z} = \begin{bmatrix}
Z_{11} \\
Z_{22} \\
\frac{1}{2} (Z_{12} + Z_{21})
\end{bmatrix},
\]

(231)

where

\[
Z = \{ e^k \} \{ d^k \}^T, \quad e^k = -B_\phi [\phi^e]^k
\]

(232)

\[
d^k = -\epsilon B_\phi [\phi^e]^k - f(\epsilon - \epsilon_0) \hat{I} \hat{B}_u [u^e]^k + p^0
\]

(233)
and
\[ 1 = \begin{bmatrix} 1 \\ 1 \\ 0 \end{bmatrix}. \] (234)

The tangent matrices \( \tilde{K}_{21} \) and \( \tilde{K}_{22} \) can then be written as
\[ \tilde{K}_{21} = \int_\Omega -\bar{B}_u^T 1 (\epsilon_0 a + (\epsilon - \epsilon_0)b) + \Xi^{(1)} d\Omega \] (235)
with
\[ a = [\phi^k]^T \bar{B}_\phi^T B_\phi \] (236)
\[ b = [\phi^k]^T \bar{B}_\phi^T (f \bar{I} \bar{B}_u [u^\epsilon]^k + B_\phi [\phi^\epsilon]^k) \] (237)
and
\[ \Xi^{(1)} = \begin{bmatrix} \frac{1}{2} [b^1_\phi (\epsilon [\phi^\epsilon]^k b^1_\phi - d_1) \\ b^2_\phi (\epsilon [\phi^\epsilon]^k b^2_\phi - d_2) \\ \frac{1}{2} [b^1_\phi (\epsilon [\phi^\epsilon]^k b^2_\phi - d_2) + b^2_\phi (\epsilon [\phi^\epsilon]^k b^1_\phi - d_1)] \end{bmatrix}, \] (238)

where \( b^i_\phi \) is the \( i \)-th row of the matrix \( B_\phi \) and \( d_i \) is the \( i \)-th component of \( d \), and
\[ \tilde{K}_{22} = \int_\Omega \bar{B}_u^T C^d B_u d\Omega + \int_\Omega \tilde{B}_u^T T^* \tilde{B}_u - f(\epsilon - \epsilon_0) \bar{B}_u^T U \bar{I} \bar{B}_u d\Omega \] (239)
\[ - \int_\Omega \bar{B}_u^T (1c^T - \Xi^{(2)}) d\Omega \] (240)
with
\[ c = f(\epsilon - \epsilon_0) \bar{B}_u^T \bar{I}^T (f \bar{I} \bar{B}_u [u^\epsilon]^k + B_\phi [\phi^\epsilon]^k) \] (241)
and
\[ \Xi^{(2)} = \begin{bmatrix} b^1_\phi [\phi^\epsilon]^k \hat{i}^1 \bar{B}_u \\ b^2_\phi [\phi^\epsilon]^k \hat{i}^2 \bar{B}_u \\ \frac{1}{2} (b^1_\phi [\phi^\epsilon]^k \hat{i}^2 + b^2_\phi [\phi^\epsilon]^k \hat{i}^1) \bar{B}_u \end{bmatrix}, \] (242)

where \( \hat{i}^j \) is the \( j \)-th line of \( I \).
References


