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PERSONAL VERIFICATION SYSTEM BASED ON RETINA AND SURF DESCRIPTORS

Takwa Chihaoui, Hejer Jlassi, Rostom Kachouri, Kamel Hamrouni and Mohamed Akil

Abstract—Today, Human recognition, especially based on retina, has been an important and attractive topic of scientific research. Most efforts in Biometrics tend to develop more efficient systems which compromise speed and robustness of authentication. In fact, retinal images often suffer from imperfections such as background intensity variation, affine transformations (translation, rotation, scale changes) variations from pattern to other. These defects can seriously affect features extraction in terms of quality and execution time. In this context, in order to overcome these defects, we propose in this paper a novel retinal verification system based on the Speeded Up Robust Features (SURF) extraction. This feature extraction method is so fast and invariant to the affine transformations such as rotation, scale changes and translation. We employ the Optical Disc interest Ring (ODR) method as a preprocessing step in order to further speed up the system and improve the performance. A subset of the VARIA database is used to evaluate the proposed SURF based system. It compromises a high quality with 100% of verification accuracy rate and a time processing very lower than existing verification systems.

Index Terms — Biometrics, Retinal verification systems, Optical Disc interest Ring (ODR) method, Speeded up Robust Features (SURF)

I. INTRODUCTION

Automatic Human recognition has been an important and attractive topic of scientific research. Indeed, biometric authentication gets the leading role, since it cannot be borrowed, stolen or forgotten and forging is practically impossible. It is used as the most secure recognition tool. Biometrics is the automatic recognition of a person based on his distinguishing features. In Fact, these are all physical or personal traits automatically measurable, robust and distinctive features that can be used to identify an individual or verify the claimed identity of an individual [1]. Various biometric systems have been developed based on fingerprint, palmprint, hand geometry, vein, face, iris, retina and ear. Retinal recognition has received increasing attention in recent years as it provides promising solution to security issues [2] due to its uniqueness, universality, time-invariance and difficulty to be forged. Retinal recognition is a relatively new approach, compared to other biometric features. It includes two modes: Identification which compare each pattern to all others (1:N) and Verification which compare the pattern to others from the same individual (1:1). In this paper, we are interested in the verification mode. Since retinal patterns have highly distinctive traits, the features extracted from retina identify effectively persons, even among genetically identical twins. This pattern will not change through the life of the individual, unless a serious pathology appears in the eye. Most common diseases such as diabetes do not change the pattern in a way that its topology is affected. Hence, this is one of the most secure and valid biometric trait for personal authentication. However, Retinal verification systems can suffer from some problems. Due to the acquisition process of the retinography, retinal images often suffer from imperfections such as background intensity variation, affine transformations (translation, rotation, scale changes) variations from pattern to other. These defects can seriously affect features extraction. In order to overcome these imperfections, we propose, in this paper, a new approach for verifying retina images based on the ODR preprocessing and Speeded Up Robust Features (SURF) description. The verification task in the proposed system is invariant from affine transformations such as rotation, scale changes and translation, and illumination variations. The rest of this paper is organized as follows: Section 2 introduces some existing retinal verification systems. Section 3 presents the proposed system. The pre-processing stage, feature extraction procedure and decision making process is discussed in this Section. Experimental results are presented in Section 4. conclusion is given in the last section.

II. RETINAL VERIFICATION SYSTEMS: RELATED WORKS

Many retina authentication systems have been exploited in order to find the most secure biometric one. Xu et al. [3] proposed a new method for recognition. First, they extracted blood vessel skeleton feature using contrast-limited adaptive histogram equalization. After the filtering treatment and extracting shape feature, shape curve of blood vessels was obtained. Shape curve matching was later carried out by means of reference point matching. In their method for recognition, feature matching consisted of finding affine transformation parameters which relates the query image and its best corresponding enrolled image. The computational time of this method is high because a number of parameters should be computed for all possible correspondences between the input
and reference images in the dataset. Ortega et al. [4] proposed a novel personal verification system based on creases-based method. The feature extraction step consists of generating a Creases image representing the main vessels in order to extract landmarks. After that, they employed a registration process based on the similarity transformation (ST), in order match the reference pattern from the database and the input one. When the biometric patterns were aligned, they measured the degree of similarity by means of a similarity metric to correctly classify authentications in both classes: attacks and clients. Marino et al. [5] introduced a novel verification system based on retinal vessel tree pattern. In that work, the whole vascular tree structure was used as the feature pattern. The results showed a high confidence band in the authentication process but with a small database which included only 6 individuals with 2 images for each of them. One of the weak points of this proposed system was the very high computation time of storing and handling a whole image as the biometric pattern. Oinonen et al. [6] proposed a novel method for verification based on minutiae features. The proposed method consisted of three steps: blood vessel segmentation, feature extraction, and feature matching. In practice, vessel segmentation can be viewed as a preprocessing phase for feature extraction. Then, vessel crossings and their orientation information were obtained. These data were matched with the corresponding ones from the comparison image. The method used the vessel direction information for improved matching robustness. The computational time of this method for segmentation, feature extraction, and matching is high. Amin Dehghani et al. [7] proposed a new human recognition (identification and verification) method based on Harris corners and similarity function of retinal images without using vessel segmentation methods. As a preliminary step, they compensated the rotation angle of head or eye movement in front of the retina fundus camera using phase correlation technique. After that, they detected corners in the retina image using Harris corner detector and pruning algorithm. The weakness of this system is that it may be not effective when retinal image are affected by some pathologies. Arathi Arakala et al. [8] proposed an automatic retina verification framework. First, they extracted the vascular pattern of retinal image using a family of matched filters in the frequency domain and morphological operators. Then, they created a spatial graph template based on the extracted pattern. Finally, they compared between two graphs derived from two retinal images using a biometric graph matching (BGM) algorithm which is robust to translation, nonlinear distortion, and small rotations. As a decision step, this system returns a set of distance measures between them in order to distinguish between genuine and imposter comparisons. A common problem on previous approaches is that are variant to affine transformations such as translation, rotation and scale changes, which necessitate a registration phase. This additional phase consists of align the target images with the reference image. Moreover, most of existing approaches suffer from an important execution time. So, in this work, the use of Speeded Up Robust Features (SURF) for feature extraction aims principally to eliminate the registration phase and consequently to reduce the processing time of the verification system.

III. PROPOSED SURF-BASED RETINAL VERIFICATION SYSTEM

Depending on several factors, such as the eye location in the objective, patterns may suffer from some deformations. A reliable and efficient model is necessary to deal with these deformations allowing transforming the candidate pattern in order to get a pattern similar to the reference one. The movement of the eye in the image acquisition process basically consists in translation in axis, rotation and sometimes a very small change in scale. In this work, we propose a novel retinal verification system based on the Speeded Up Robust Features (SURF) feature extraction. In the proposed system, segmentation methods that increase computational time were not used. In order to improve the quality and reduce the processing time, a pre-processing step based on the ODR method that enhances input retinal images and extracts an interest ring around the optical disc is needed (Section A). Next, the fast extraction of SURF feature points is explained in Section B. The final step in the verification process is the matching between the keypoints from the reference image and the keypoints from the acquired image based on the test g2NN (Section C).

A. Ring extraction around the optical disc

On the one hand, the presence of noise, the low contrast between vasculature and background, brightness, and the variability of vessel diameter, shape and orientation are the main obstacles in retinal images. On the other hand, SURF characterization is based on the intensity variation between regions, which requires the preservation of the brightest area (the optical disc). In order to overcome these problems, we use our recently proposed method Optical Disc interest Ring (ODR) [9] for preprocessing the retinal image in order to
improve its quality and extract an interest ring centered at the center of the optical disc as an interest region of retinal image.

Fig. 2. The result of ODR preprocessing step: (a) Input retinal image and (b) the ring extracted around the optical disc.

B. Feature extraction

In this step, we apply the Speeded Up Robust Features transform (SURF) [10] to provide a feature description of the retinal image. The output of this step is a 64 elements feature vector for each detected point. SURF is an algorithm for detection of interest areas. It is similar to SIFT descriptor in terms of repeatability and robustness, but exceeds in terms of speed extraction and features vector comparison. Thus, this method is very fast in processing time and is invariant to scaling, rotation and translation. The SURF algorithm involves these steps: an integral representation of the image, a filtering of the image using the Hessian matrix, a suppression of non-maxima points and a calculation of the descriptors using the Haar wavelet.

1) Integral representation of the image: SURF uses an alternative re-presentation of image called "Integral Image" to speed up the calculation of features. The result is an integral image that has identical dimensions to the input image.

2) Filtering using the Hessian matrix: This step aims on the detection of interest points using the determinant of the Hessian matrix. The Hessian matrix of 2 dimension shown on the equation (1) is a square matrix of Gaussian second order derivative with x and y direction of the image f, which is variations of the image around a point.

\[ H(f(x,y)) = \begin{pmatrix} \frac{\partial^2 f}{\partial x^2} & \frac{\partial^2 f}{\partial x \partial y} \\ \frac{\partial^2 f}{\partial x \partial y} & \frac{\partial^2 f}{\partial y^2} \end{pmatrix} \]  

The approximated determinant of this Hessian matrix shown below use three filters to calculate the elements of the matrix \( H(f(x,y)) \). The use of the Hessian determinant becomes effective with an analysis scales, keeping only the interesting points independently of the observation scale.

3) Suppression of non-maxima: After calculating the Hessian responses SURF search the maxima points which are the interest points of the image on different scales. Then, the non-maxima points are deleted.

4) Calculation of descriptors: The last step is to calculate the descriptor vector for each zone of interest. Indeed, for each sub-region 4 * 4, we construct a vector \( v \) of 4 elements, defined as in equation (2):

\[ v = \begin{pmatrix} \sum dx \\ \sum |dx| \\ \sum dy \\ \sum |dy| \end{pmatrix} \]  

This vector is a descriptor of the sub-region distribution of gradient. The 16 sub-regions vectors are then aggregated into a single vector of 16 * 4 = 64 which is the descriptor of the region of interest. So, the size of the descriptor vector is 64 ,smaller than SIFT descriptor [9] in order to improve the speed comparison . The following figure 3 shows the SURF keypoints distribution on the preprocessed retinal image.

Fig. 3. SURF Keypoints distribution: (a) the input interest ring extracted and (b) the ring SURF keypoints characterized.

C. Feature matching strategy

This step of matching is performed in the SURF space among the feature vectors of each keypoint to identify similar regions in the sampled image. According to Lowe [11], he limit the classic approach to match keypoints which fixe a threshold on the Euclidean distance between descriptors because of the high-dimensionality of the feature space. However, he used a matching technique called g2NN test to find the best candidate which is based not only on the distance with the first most similar keypoint, but also with the second one; in particular, he used the ratio between the distance to the candidate match and the distance to the second similar feature point. The Principe of this test of matching is that the ratio between the distance of the candidate match di and the distance of the 2nd nearest neighbor d_{i+1} is low in the case of a match (e.g. lower than 0.6) and very high in case of two indiscriminate features (e.g. greater than 0.6). If n is the value in which the procedure stops, each keypoint in correspondence to a distance in d1, . . . ,dk where (1 < n < m) is considered as a match for the examined key-point. Finally, by iterating over all keypoints, we can obtain the set of matched points. All the matched keypoints are retained to be linked in the next step. The following figure 4 illustrates an example of SURF keypoints matching between two images.

IV. EXPERIMENTAL RESULTS

All the experiments are implemented in MATLAB, and performed on a PC with a 3.2 GHz CPU and 4 G Byte memory.
To evaluate our retinal verification system, the VARIA [12] which is the largest currently available publicly database, is used for the experiment. It has 233 images from 139 people, with between one to seven samples per person. The images with only one sample and some samples that were identical to each other are excluded from the database. This left 135 retina images from 57 individuals including 42 with 2 samples, 10 with 3 samples, 4 with 4 samples and 1 with 5 samples. The lack of large publicly available retinal databases inhibits large scale and consistent testing of any retinal verification system.

The Receiver Operating Characteristic (ROC) curve shows the measured accuracy performance of our biometric system. It illustrates the relationship between (1-FRR) and FAR is shown in Figure 5. Our system provides also an AUC (Area Under Curve) value of 100%.

As shown in Table I, our method verifies 100% of retinal images accurately, as Hannu et al. [6] and Xianjing Meng et al. [7] systems. This is due to the invariance to the rotation and translation ensured by SURF. As shown in table I, the Equal Error Rate (EER) of our system achieved the 0% however other systems [3] [4] suffer respectively from an error rate (Equal Error Rate) 0.19% and 0.01%. The most gain of our proposed system compared to other verification systems is in term of processing time. In fact, as shown in table II, our system is the fastest one with an average of processing time of 0.03s, compared to respectively Xu et al. [3] system which is very consuming time with approximately 45s and Xianjing Meng et al. [7] with 7.87s. The huge execution time of the system [3] is due to the complicate matching process which compute a number of rigid motion parameters should be computed for all possible correspondences between every the input and enrolled images.

<table>
<thead>
<tr>
<th>Verification system</th>
<th>AUC value</th>
<th>Equal Error Rate (EER)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our SURF-based system</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>Ortego et al. [4] system</td>
<td>100%</td>
<td>0.01%</td>
</tr>
<tr>
<td>Xu et al. [3] system</td>
<td>99.95%</td>
<td>0.19%</td>
</tr>
<tr>
<td>Hannu et al. [6] system</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>Xianjing Meng et al. [7] system</td>
<td>100%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Indeed, our reached processing time is essentially due to
the fast SURF extraction step and the interest ring extraction, which assure minimum of SURF keypoints and consequently lead to faster matching process.

V. CONCLUSION

In this paper, we present an automatic retina verification system based on Surfing process. It is described as follows. Firstly, the pre-processing phase consists of the extraction of a disc interest region around the optical disc to be an input for the second phase. Secondly, the features of the extracted region are extracted by the SURF descriptor. Finally, the test g2NN is applied to compute the number of matched keypoint pairs and classify identical retinal images. Our experimental results show that this work compromises an exact personal verification and a very lower computational complexity. The accuracy of the proposed system for human verification is 100%.
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