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Abstract

In this work, crack initiation and propagation in 2D and 3D highly heterogeneous materials models, such as those obtained by micro-CT imagery of cementitious materials, is investigated for the first time by means of the phase field method. A shifted strain split operator algorithm is proposed to handle unilateral contact within cracks in a very efficient manner. The various advantages of the phase field method for voxel-based models are discussed. More specifically, we show that the resolution related to the initial image and thus to meshes for discretizing the same microstructure does not significantly affect the simulated crack path.
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1 Introduction

The numerical simulation of crack propagation in highly heterogeneous materials is a very challenging problem. Recently, the use of experimental techniques such as X-ray microtomography [19] has allowed to construct realistic
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microstructural models of material like concrete, biological tissues (cortical bones), or composites, among many others. Developing damage models for these highly heterogeneous materials taking into account the real microstructure offers new avenues to predict more accurately fracture processes in related structures and is of formidable interest in engineering.

Unfortunately, because of the possible occurrence of multiple arbitrary branching cracks in such materials, several obstacles remain to develop reliable simulation methods of fracture nucleation and propagation in highly complex heterogeneous materials. On one hand, the classical treatment of quasi-static and dynamic fracture based on the classical Griffith theory [24,22,25,26] fails to describe crack nucleation or crack branching. Furthermore, the sharp representation of cracks requires the identification of a crack growth law, which is a complex task in the general case. On the other hand, many numerical simulation methods for crack propagation have been developed in the recent decades, but each faces well-known issues and drawbacks: (i) direct tracking of the crack front, using classical theory of brittle fracture, requires very complex remeshing algorithms [30], which are hardly tractable for complex 3D morphologies, or multiple crack fronts. The problem can be alleviated by means of recent local/global meshes superposition [33]; (ii) classical smeared crack models [32,51] suffer from inherent mesh sensitivity, which can be partially circumvented with nonlocal averaging schemes [49], or implicit gradient models [47]; (iii) methods relying on local enrichment to avoid remeshing, like the extended finite element method (XFEM) [43,5,18] require the use of a level-set function [46] to describe the geometry of the crack, inducing difficulties for crack nucleation, crack branching, and is very cumbersome for multiple crack fronts. Applications and developments of XFEM for 3D fracture problems can be found e.g. in [44,23,55,29] and in [28] in a multiscale framework; (iv) cohesive elements (see e.g. [57,15,58]) can deal with multiple crack fronts and crack nucleation, but imply the cracks to follow the elements, and suffer from convergence issues with refined meshes; finally (v), we mention a new method, called Thick Level-Set method (TLS) [7,16] in which a level-set function is employed to separate the undamaged zone from the damaged one, and where the crack is a consequence of the damage front motion, allowing crack initiation.

Recently, a new approach for the description of crack propagation has been developed. Starting from the pioneering works of Francfort and Marigo [20], difficulties arising in the classical fracture framework can be overcome by a variational-based energy minimization framework for brittle fracture (see also [10,48,9,14,4]). An important ingredient of the method relies on a regularized description of the discontinuities related to the crack front: the surface of the crack is replaced by a smooth function, using a Mumford-Shah functional [45], the original functional being substituted by an Ambrosio-Tortorelli approximation [2,3]. It has been shown that the solution of the associated variational
problem converges to the solution of the sharp crack description implying discontinuities, in the $\Gamma-$ convergence sense [36,12,13]. The approximation then regularizes a sharp crack surface topology in the solid by a scalar auxiliary variable, interpreted as a phase field describing broken and unbroken parts of the solid. Such a method has the quality that it does not require any prescription of the shape geometry and allows crack nucleation and branching, providing a very robust framework for crack propagation simulation. It has been adapted to quasi-static fracture problems in [9,8], dynamic crack propagation [11,27], and in a multiphysic context in [39,1]. Remarkably, the regularized model may be regarded as a damage model of the gradient type [34,35,6,47,21] with critical differences in the choice of the free energy and dissipation function. Recently, the problem of cohesive fracture has been reformulated in the context of phase field [56].

In this work, crack propagation in highly heterogeneous microstructures, such as segmented X-ray CT images of real materials, which are used as direct input of the simulations, is investigated for the first time by means of the phase field method, which here follows the algorithmic framework proposed by Miehe et al. [37,40]. To increase the computational efficiency of the method, a modified shifted algorithm has been introduced, to compute the strain tensor split, leading to a very simple and fast algorithm. The advantages of such an approach are demonstrated for crack nucleation and propagation in voxel-based models. Several applications to 2D and 3D images of porous cement-based materials are provided.

The overview of the paper is as follows. In sections 2 and 3, the main idea and thermodynamic foundations of the phase field method such as presented in Miehe et al. [37,40] are reviewed. In section 4, the computational and algorithmic framework based on finite elements is presented. A shifted strain tensor split algorithm is introduced to simplify the treatment of damage, assumed to be only induced by the tensile strain, to provide an efficient algorithm. Finally, numerical examples are presented in section 5.

2 Regularized representation of free discontinuities

Let $\Omega \subseteq \mathbb{R}^D$ be an open domain describing a cracked solid, with $D$ being the space dimension and $\partial \Omega$ its boundary. Let $\Gamma$ be a curve of dimension $D-1$ within $\Omega$ (see Fig. 2). In a regularized framework, the crack geometry is approximated by a smeared representation defined by a scalar parameter $d(x)$, $x \in \Omega$, taking a unit value on $\Gamma$ and vanishing away from it. It can be shown (see e.g. [37]) that such a function can be determined by solving the
Figure 1. Regularized representation of a crack: one dimensional case: (a) sharp crack model, taking unitary value of \( d(x) \) at \( x = x_\Gamma = L/2 \) (crack); (b) regularized representation through phase field.

Following boundary value problem on \( \Omega \):

\[
\begin{align*}
& d - l^2 \Delta d = 0 \quad \text{in } \Omega, \\
& d(x) = 1 \quad \text{on } \Gamma, \\
& \nabla d(x) \cdot \mathbf{n} = 0 \quad \text{on } \partial \Omega,
\end{align*}
\]  

where \( \Delta(\cdot) \) is the Laplacian, \( l \) is a regularization parameter describing the actual width of the smeared crack, and \( \mathbf{n} \) the outward normal to \( \partial \Omega \). A one-dimensional illustration of this concept is depicted for different widths \( l \) in Fig. 1. In two and three dimensions, the solution of (1) produces a smooth representation of the crack morphology (see Fig. 2 (b)). It can be shown that (1) is the Euler-Lagrange equation associated with the variational problem:

\[
d(x) = \text{Arg} \left\{ \inf_{d \in S_d} \Gamma_l(d) \right\},
\]  

Figure 2. Regularized representation of a crack: two-dimensional case: (a) sharp crack model; (b) regularized representation through phase field.
with $S_d = \{d|d(x) = 1 \text{ on } \Gamma \forall x \in \Gamma \}$ and where

$$\Gamma_l(d) = \int_{\Omega} \gamma(d, \nabla d) d\Omega$$  \hspace{1cm} (3)

represents the total crack length. In (3), $\gamma(d)$ denotes the crack density function per unit volume, defined by:

$$\gamma(d, \nabla d) = \frac{1}{2l}d^2 + \frac{l}{2} \nabla d \cdot \nabla d.$$  \hspace{1cm} (4)

The $\Gamma-$ limit \cite{12} of the principle (7) gives:

$$\lim_{l \to 0} \{ \inf_{d \in S_d} \Gamma_l(d) \} = |\Gamma|.$$  \hspace{1cm} (5)

We introduce the functional derivative $\delta \gamma(d)$ such that:

$$D_{\delta d} \Gamma_l(d) = \int_{\Omega} \gamma(d, \nabla d) \delta d d\Omega$$  \hspace{1cm} (6)

where

$$D_{\delta d} \Gamma_l(d) = \left\{ \frac{d}{d\alpha} \left( \Gamma_l (d + \alpha \delta d) \right) \right\}_{\alpha=0}$$  \hspace{1cm} (7)

is the Gâteaux or directional derivative. By applying the divergence theorem to the relation (34), and assuming $\nabla d \cdot n = 0$ on $\partial \Omega$ (see similar developments in section 4.1.1) it follows that:

$$\delta \gamma(d) = \frac{d}{l} - l \Delta d.$$  \hspace{1cm} (8)

3 Review of the Phase Field method

3.1 Regularized variational framework

The variational approach to fracture mechanics provided by Francfort and Marigo \cite{20} introduces the following energy functional for cracked body:

$$E(u, \Gamma) = E_u(u, \Gamma) + E_s(\Gamma) = \int_{\Omega \setminus \Gamma} W_u(\varepsilon(u)) d\Omega + g_c \mathcal{H}^{d-1}(\Gamma)$$  \hspace{1cm} (9)

where $W_u$ is the energy density function, $\varepsilon = \frac{1}{2} \left( \nabla u + \nabla u^T \right)$, $u$ is the displacement field, $g_c$ is the fracture toughness, and $\mathcal{H}^{d-1}$ is the Hausdorff surface measure giving the crack length ($d = 2$) or surface ($d = 3$). The term
\( E_u(\mathbf{u}, \Gamma) \) represents the elastic energy stored in the cracked body, and \( E_s(\Gamma) \) is the energy required to create the crack according to the Griffith criterion. Then, the state variables are the displacement field \( \mathbf{u} \) and the geometry of the crack \( \Gamma \). In a regularized framework (phase field method), the above functional is substituted by the functional:

\[
E(\mathbf{u}, d) = \int_\Omega W_u(\varepsilon(\mathbf{u}), d) d\Omega + g_c \int_\Omega \gamma(d) d\Omega,
\]

(10)

where \( \gamma(d) \) is defined by (4). The total energy is then rewritten as \( E = \int_\Omega W d\Omega \) in which

\[
W = W_u(\varepsilon(\mathbf{u}), d) + g_c \gamma(d)
\]

(11)
can be identified as the free energy.

### 3.2 Basics of thermodynamics and evolution of phase field

Assuming isothermal process, the Clausius-Duhem inequality states that:

\[
\phi = \sigma : \dot{\varepsilon} - \dot{W} \geq 0
\]

(12)

where \( \sigma \) is the Cauchy stress and \( \phi \) is the dissipation. We can re-write (12) as:

\[
\sigma : \dot{\varepsilon} - \frac{\partial W}{\partial \varepsilon} : \dot{\varepsilon} - \frac{\partial W}{\partial d} \dot{d} = \left( \sigma - \frac{\partial W}{\partial \varepsilon} \right) : \dot{\varepsilon} - \frac{\partial W}{\partial d} \dot{d} \geq 0.
\]

(13)

It follows that if no damage occurs, i.e. for \( \dot{d} = 0 \), then \( \phi = 0 \) and

\[
\sigma = \frac{\partial W}{\partial \varepsilon}.
\]

(14)

A reduced form of the Clausius-Duhem inequality can be re-written as:

\[
A \dot{d} \geq 0
\]

(15)

where \( A = -\frac{\partial W}{\partial d} \) is the thermodynamic force associated with \( d \).

At this stage, a threshold function \( F(A) \) such that no damage occurs is assumed in the form:

\[
F(A) = A \leq 0.
\]

(16)

Assuming the principle of maximum dissipation then requires the dissipation \( A \dot{d} \) to be maximum under the constraint (16). Using the method of Lagrange
multipliers and the following Lagrangian:

\[ \mathcal{L} = -A \dot{d} + \lambda F(A) \]  

(17)
yields the Kuhn-Tucker equations:

\[ \frac{\partial \mathcal{L}}{\partial A} = 0, \quad \lambda \geq 0, F \leq 0, \lambda F = 0. \]  

(18)
The first equality in (18) gives:

\[ \dot{d} = \lambda \frac{\partial F(A)}{A} = \lambda. \]  

(19)
Using the second inequality in (18), we obtain \( \dot{d} \geq 0 \). For \( \dot{d} > 0 \), \( F = 0 \) which gives:

\[ F = -\frac{\partial W}{\partial d} = -\frac{\partial W_u(u, d)}{\partial d} - g_c \delta \gamma(d) = 0. \]  

(20)

### 3.3 Formulation for unilateral contact

In the present work, and following [38], we choose the following form for \( W_u \), assuming isotropic elastic behavior of the body accounting for damage induced by traction only, through:

\[ W_u(u, d) = \Psi^+ (\varepsilon(u)) \{ g(d) + k \} + \Psi^- (\varepsilon(u)). \]  

(21)
The strain field is decomposed into extensive and compressive modes as

\[ \varepsilon = \varepsilon^+ + \varepsilon^- \]  

(22)
and

\[ \Psi^+ (\varepsilon) = \frac{\lambda}{2} \left( \langle Tr(\varepsilon) \rangle_+ \right)^2 + \mu Tr \left\{ (\varepsilon^+)^2 \right\}, \]  

(23)
\[ \Psi^- (\varepsilon) = \frac{\lambda}{2} \left( \langle Tr(\varepsilon) \rangle_- \right)^2 + \mu Tr \left\{ (\varepsilon^-)^2 \right\}, \]  

(24)
where

\[ \varepsilon^+ = \sum_{i=1}^{D} \langle \varepsilon^i \rangle_+ n^i \otimes n^i, \quad \varepsilon^- = \sum_{i=1}^{D} \langle \varepsilon^i \rangle_- n^i \otimes n^i. \]  

(25)
where \( \varepsilon^i \) and \( n^i \) are the eigenvalues and eigenvectors of \( \varepsilon \), i.e. satisfying \( \varepsilon n^i = \varepsilon^i n^i \). In (25) \( \langle x \rangle_+ = (x + |x|)/2 \) and \( \langle x \rangle_- = (x - |x|)/2 \). The degradation
function \( g(d) \) in Eq. (21) is assumed to have the simple form:

\[
g(d) = (1 - d)^2. \tag{26}
\]

The function \( g(d) \) has been chosen such that \( g'(1) = 0 \) to guarantee that the strain energy density function takes a finite value as the domain is locally cracked (see e.g. [12]), and \( g(0) = 1 \) to guarantee that the material is initially undamaged, and \( g(1) = 0 \) for fully damage.

The small parameter \( k << 1 \) is introduced to maintain the well-posedness of the system for partially broken parts of the domain [37]. It follows that if \( \dot{d} > 0 \) then:

\[
A = -\frac{\partial W}{\partial d} = 2(1 - d)\Psi^+ - \frac{g_c}{l}\delta_\gamma(d). \tag{27}
\]

where \( l \) has been defined in section 2.

As \( 2(1 - d)\Psi^+ \geq 0 \), then

\[
\delta_\gamma(d) \geq 0, \text{ if } \dot{d} > 0. \tag{28}
\]

Expressing the variation of crack length:

\[
\dot{\Gamma}_l = \int_\Omega \delta_\gamma(d) \dot{d} d\Omega, \tag{29}
\]

we can check that due to (28)

\[
\dot{\Gamma}_l \geq 0, \tag{30}
\]

satisfying non-reversible evolution of cracks.

In addition, to handle loading and unloading histories, Miehe et al. [37] introduced the strain history functional:

\[
\mathcal{H}(x, t) = \max_{\tau \in [0, t]} \{ \Psi^+(x, \tau) \} \tag{31}
\]

which is substituted to \( \Psi^+ \) in (20). For a discussion and justification of the use of this function, the reader is invited to refer to the mentioned reference. It yields the following phase field problem to be solved to evaluate the field \( d(x, t) \) at time \( t \), using (8):

\[
\begin{cases}
2(1 - d)\mathcal{H} - \frac{g_c}{l} \{ d - l^2 \Delta d \} = 0 \text{ in } \Omega, \\
d(x) = 1 \text{ on } \Gamma, \\
\nabla d(x) \cdot n = 0 \text{ on } \partial \Omega.
\end{cases} \tag{32}
\]
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A viscous regularization was proposed in [37]. However, in the present work we have not used it.

### 4 Finite element discretization and simplified algorithm

#### 4.1 Phase field problem

##### 4.1.1 Weak form

Starting from (32), multiplying by a test function \( \delta d \) and integrating over \( \Omega \), we obtain:

\[
\int_{\Omega} \left\{ 2(1 - d) \mathcal{H} \delta d - \frac{g_c}{l} \left( d - l^2 \Delta d \right) \delta d \right\} d\Omega = 0. \tag{33}
\]

Using the property:

\[
(\Delta d) \delta d = \nabla \cdot (\nabla d \delta d) - \nabla d \cdot \nabla (\delta d) \tag{34}
\]

and the divergence theorem, Eq. (33) is rewritten as:

\[
\int_{\Omega} \left\{ 2(1 - d) \mathcal{H} - \frac{g_c}{l} d \right\} \delta d - \int_{\Omega} g_c l \nabla d \cdot \nabla (\delta d) d\Omega
+ \int_{\partial \Omega} g_c l \nabla d \cdot n \delta d d\Gamma = 0 \tag{35}
\]

Using (32), we finally obtain:

\[
\int_{\Omega} \left\{ (2 \mathcal{H} + \frac{g_c}{l}) d \delta d + g_c l \nabla d \cdot \nabla (\delta d) \right\} d\Omega = \int_{\Omega} 2 \mathcal{H} d \delta d d\Omega. \tag{36}
\]

In the present work, the computations are performed in quasi-static conditions. Then, the time steps introduced in the following actually refer to load increments. Introducing a time stepping, the problem to be solved at time \( t^{n+1} \) is expressed by seeking \( d(x) \in S_d \), such that:

\[
\int_{\Omega} \left\{ \left( 2 \mathcal{H}_n + \frac{g_c}{l} \right) d_{n+1} \delta d + g_c l \nabla d_{n+1} \cdot \nabla (\delta d) \right\} d\Omega = \int_{\Omega} 2 \mathcal{H}_n d \delta d d\Omega.
\]

\[\forall \delta d(x) \in H^1_0(\Omega). \tag{37}\]
where $\mathcal{H}_n = \mathcal{H}(\mathbf{u}_n)$ is computed from the previous load increment (load increment) by:

\[
\begin{cases}
\mathcal{H}_{n+1}(\mathbf{x}) = \Psi_{n+1}^+(\mathbf{x}) & \text{if } \Psi_{n+1}^+(\mathbf{x}) > \Psi_n^+(\mathbf{x}), \\
\mathcal{H}_{n+1}(\mathbf{x}) = \Psi_n^+(\mathbf{x}) & \text{if } \Psi_{n+1}^+(\mathbf{x}) \leq \Psi_n^+(\mathbf{x}).
\end{cases}
\] (38)

Note that Eq. (38) is the algorithmic counterpart of Eq. (31).

### 4.1.2 FEM discretization of phase field problem

In this work, 2D and 3D problems are considered. For 2D problems, a mesh of linear 3-node triangles has been employed, while for 3D problems regular meshes with 8-node trilinear elements have been used. For the sake of clarity, only 2D FEM discretization is detailed. The phase field and phase field gradient are approximated in one element by

\[
d(\mathbf{x}) = \mathbf{N}_d(\mathbf{x}) \mathbf{d}_i \quad \text{and} \quad \nabla d(\mathbf{x}) = \mathbf{B}_d(\mathbf{x}) \mathbf{d}_i,
\] (39)

where $\mathbf{d}_i$ are the nodal values of $\mathbf{d}_{n+1}$.

The same discretization is employed for the variations:

\[
\delta d(\mathbf{x}) = \mathbf{N}_d(\mathbf{x}) \delta \mathbf{d}_i \quad \text{and} \quad \nabla \delta d(\mathbf{x}) = \mathbf{B}_d(\mathbf{x}) \delta \mathbf{d}_i
\] (40)

where $\mathbf{N}_d(\mathbf{x})$ and $\mathbf{B}_d(\mathbf{x})$ are vectors and matrices of shape functions and of shape functions derivatives for scalar fields, respectively. Introducing the above FEM discretization in (4.1.1) results into a linear system of equations:

\[
\mathbf{K}_d \mathbf{d} = \mathbf{F}_d
\] (41)

where $\mathbf{d}$ is the vector containing all nodal phase field variables,

\[
\mathbf{K}_d = \int_\Omega \{(g_c - \mathcal{H}_n) \mathbf{N}_d^T \mathbf{N}_d + g_d \mathbf{B}_d^T \mathbf{B}_d\} d\Omega
\] (42)

and

\[
\mathbf{F}_d = \int_\Omega 2 \mathbf{N}_d^T \mathcal{H}_n d\Omega.
\] (43)

In (42), $\mathcal{H}_n$ is evaluated at the Gauss points by (38).
4.2 Displacement problem

4.2.1 Weak form

The weak form associated with the displacement problem is found by solving the variational problem:

$$u(x) = \text{Arg} \left\{ \inf_{u \in S_u} \left( E(u, d) - W^{\text{ext}} \right) \right\}$$  \hspace{1cm} (44)

where $S_u = \{ u | u(x) = \bar{u} \text{ on } \partial \Omega_u, \ u \in H^1(\Omega) \}$ and $W^{\text{ext}} = \int_\Omega f \cdot ud\Omega + \int_{\partial \Omega_F} \mathbf{F} \cdot ud\Gamma$ with $f$ and $\mathbf{F}$ body forces and prescribed traction over the boundary $\partial \Omega_F$. We obtain the classical weak form for $u(x) \in S_u$:

$$\int_\Omega : \varepsilon(\delta u) d\Omega = \int_\Omega f \cdot \delta u d\Omega + \int_{\partial \Omega_F} \mathbf{F} \cdot \delta u d\Gamma \ \forall \delta u \in H^1_0(\Omega),$$  \hspace{1cm} (45)

where $\varepsilon = \frac{\partial W_u}{\partial \varepsilon}$ is given using (21) and (26), by:

$$\varepsilon = \left( (1 - d)^2 + k \right) \left\{ \lambda \langle Tr \varepsilon \rangle_+ (1 + 2\mu \varepsilon^+) \right\} + \lambda \langle Tr \varepsilon \rangle_- (1 + 2\mu \varepsilon^-).$$  \hspace{1cm} (46)

4.2.2 FEM discretization of displacement problem and shifted strain split algorithm

To avoid the nonlinearity related to the decomposition of the strain field (22)-(25) at time $t^{n+1}$, we introduce two shifted strain tensor split algorithms.

Split algorithm 1 : $\varepsilon^+_{n+1} \simeq \mathbb{P}^+_n : \varepsilon_{n+1}, \ \varepsilon^-_{n+1} \simeq \mathbb{P}^-_n : \varepsilon_{n+1},$  \hspace{1cm} (47)

where $\mathbb{P}^+_n = \frac{\partial W_u}{\partial \varepsilon^+_n}$ can be expressed thanks to the algorithm presented in Miehe and Lambrecht [38]. This algorithm seems to have been used in [37], although not explicitly described therein. Such a simplification might induce small load increments to maintain a good accuracy of the solution. To overcome this drawback, we propose a second algorithm, described as follows.

Split algorithm 2 : $\varepsilon^+_{n+1} \simeq \tilde{\mathbb{P}}^+_n : \varepsilon_{n+1}, \ \varepsilon^-_{n+1} \simeq \tilde{\mathbb{P}}^-_n : \varepsilon_{n+1},$  \hspace{1cm} (48)

where

$$\tilde{\mathbb{P}}^+_n \simeq \mathbb{P}^+_n + \Delta t_n \frac{\partial \varepsilon^+_n}{\partial t},$$

$$\tilde{\mathbb{P}}^-_n = \mathbb{I} - \tilde{\mathbb{P}}^+_n,$$  \hspace{1cm} (49)

with $\Delta t_n = t^{n+1} - t^n$, and $\frac{\partial \varepsilon^+_n}{\partial t} \simeq \frac{\mathbb{P}^+_n - \mathbb{P}^+_n}{\Delta t_n}$. We then allow load increments to be adapted, as when cracks begin nucleating and propagating, smaller load
increments might be required. Furthermore, in the broken zone \((d \simeq 1)\), the decomposition (25) might lead unphysical values of \(\varepsilon^\pm\). To alleviate this issue, we introduce a weight function \(\beta(d)\) such that \(\beta(d = 0) = 0, \beta(d = 1) = 0\), e.g. \(\beta(d) = (1 - d)^2\):

\[
P^+_{n+1} \simeq P^+_n + \beta(d_n)\Delta t_n \frac{\partial P^+_n}{\partial t}.
\]  

This ensures that for \(\beta(d = 0)\) the behavior is linear and that the projector tensor is well defined. For \(d = 1\), the property \(\beta(d = 1) = 0\) leads to compute the projector tensor as the projector from the previous load increment.

In addition, we propose the following approximations:

\[
\langle Tr\varepsilon_{n+1}\rangle_+ \simeq R^+ (\varepsilon_n) Tr\varepsilon_{n+1}, \quad \langle Tr\varepsilon_{n+1}\rangle_- \simeq R^- (\varepsilon_n) Tr\varepsilon_{n+1},
\]

with

\[
R^+ (\varepsilon_n) = \frac{1}{2} (\text{sign}(Tr\varepsilon_n) + 1), \quad R^- (\varepsilon_n) = \frac{1}{2} (\text{sign}(-Tr\varepsilon_n) + 1).
\]

A FEM discretization and the vector form for second order tensors in 2D are introduced, namely: \([\varepsilon] = \{\varepsilon_{11}; \varepsilon_{22}; 2\varepsilon_{12}\}^T\), \([\sigma] = \{\sigma_{11}; \sigma_{22}; \sigma_{12}\}^T\), \([1] = \{1; 1; 0\}^T\), as well as the FEM approximations \(u = Nu_i, \delta u = N\delta u_i, [\varepsilon(u)] = Bu_i, [\varepsilon(\delta u)] = B\delta u_i\), \(u_i\) denoting nodal displacements at time \(t_{n+1}\). Setting \(R^+ (\varepsilon_n) \equiv R^+_n\) and \(P^+ (\varepsilon_n) \equiv P^+_n\), where \(P^\pm\) are the matrix forms associated with the fourth-order tensors \(P^\pm\), then the stress can be expressed at time \(t_{n+1}\) by:

\[
[\sigma_{n+1}] = \left( (1 - d_{n+1})^2 + k \right) \left\{ \lambda R^+_n ([\varepsilon_{n+1}] \cdot [1]) [1] + 2\mu P^+_n [\varepsilon_{n+1}] \right\}
+ \lambda R^-_n ([\varepsilon_{n+1}] \cdot [1]) [1] + 2\mu P^-_n [\varepsilon_{n+1}].
\]  

\[12\]
Introducing the above FEM discretization and approximations (48)-(52) in (45), the linear system of equations is obtained:

\[
\{K_1(d_{n+1}, u_n) + K_2(u_n)\} u_{n+1} = F_{n+1}
\]

with

\[
K_1(d_{n+1}) = \int_{\Omega} B^T \left\{ (1 - d_{n+1})^2 + k \right\} \left\{ \lambda \mathcal{R}_n^+ [1] [1] + 2 \mu P_n^+ \right\} B d\Omega,
\]

\[
K_2 = \int_{\Omega} B^T \left\{ \lambda \mathcal{R}_n^- [1] T [1] + 2 \mu P_n^- \right\} B d\Omega,
\]

\[
F_{n+1} = \int_{\Omega} N^T f d\Omega + \int_{\partial \Omega} N^T \mathbf{F}_{n+1} d\Gamma.
\]

We can note that such algorithms then do not require Newton linearization for the displacement problem, as in each algorithm, the computation of \( P^\pm \) is performed at the previous load increment.

4.3 Overall algorithm

The overall algorithm, involving the previously mentioned shifted strain decomposition algorithm (split algorithm 2), is described as follows.

**Initialization.** Initialize the displacement field \( u_0(x) \), the phase field \( d_0(x) \), and the strain-history functional \( \mathcal{H}_0 = 0 \).

**WHILE** \( t^{n+1} \leq T \), given \( u_n, d_n \) and \( \mathcal{H}_n \),

(1) Compute \( \tilde{P}^+(\varepsilon_n), \tilde{P}^-(\varepsilon_n), \mathcal{R}^+(\varepsilon_n) \) and \( \mathcal{R}^-(\varepsilon_n) \) by (50)-(52).
(2) Compute the strain history functional \( \mathcal{H}_{n+1} \) by (38).
(3) Compute \( d_{n+1}(x) \) by solving the linear phase field problem (41).
(4) Compute \( u_{n+1}(x) \) by solving the linear displacement problem problem (54).
(5) \( . \) \( n \leftarrow . \) \( n+1 \) and go to (1).

In the present code, the assembly of the different matrices is parallelized [17], and an iterative Biconjugate gradient stabilized solver [53] was used to solve the largest systems.
5 Numerical examples

5.1 Validation of the shifted tensor split algorithm: curved crack propagation in 2D

The main purpose of this first example is to validate the algorithm introduced in section 4.2.2. For this purpose, we consider the problem of curved crack propagation introduced in [37]. A square domain whose side length is $L = 1$ mm contains an initial crack, as depicted in Fig. 4. The lower end ($y = 0$) of the domain is blocked along $x$- and $y$-directions. On the upper end ($y = L$), the displacement along $y$ is fixed to zero, while the uniform $x$—displacement $U$ is increased with time. Due to this shear loading, a curved crack initiates and propagates.

The initial cracked domain is meshed according to the initial geometry described in Fig. 4 (a). The mesh is refined in the expected crack propagation zone, as shown in Fig. 4 (b) and involves 74124 elements. The typical size of an element in the crack propagation zone is about $h_{\text{min}} \approx 6.10^{-4} \text{ mm}$ and $h_{\text{max}} = 0.02 \text{ mm}$ in the rest of the domain.

Plane stress is assumed. The solid is supposed to be homogeneous isotropic solid (typical of a metal) with properties $\lambda = 121.15 \text{ GPa}$ and $\mu = 80.77 \text{ GPa}$. The fracture toughness is $g_c = 2700 \text{ N/m}$ [37]. Two displacement increments $U = 10^{-5} \text{ mm}$ and $U = 2.10^{-5} \text{ mm}$ have been tested, and have been prescribed for 1500 load increments. The length scale parameter is chosen as $l = 0.0075 \text{ mm}$. The evolution of the crack during the simulation is shown in Fig. 5.
Figure 5. Phase field $d(x)$ distribution during crack evolution for the shear crack propagation problem for $\overline{U} = 10 \times 10^{-3}$ mm and $\overline{U} = 13 \times 10^{-3}$ mm.

Figure 6. (a) Comparison of force-displacement curve for two split algorithms; (b) convergence of the maximum load before failure with respect to the load increment for both algorithms.

To demonstrate the advantage of the proposed algorithm, we have compared the solutions provided by the two schemes defined in section 4.2.2 with the solution provided in [37], which involves viscous regularization. Then, we have computed the load-displacement curve for the two load increments mentioned above. The results are presented in Figs. 6. We can note in Fig. 6 (a) that when small load increments are used, both algorithms provide accurate solutions with respect to the reference solution of [37]. However, when larger load increments are used, the algorithm 2 maintains a more accurate solution than algorithm 1. In Fig. 6 (b), we have analyze the convergence of the maximum load before failure with respect to the load increment. It can be noted that the convergence is increased with algorithm 2, allowing larger load increments for computational saving.

Next, we investigate the convergence of the maximum load before failure with
respect to the mesh size. In that case, a regular mesh has been employed on the geometry described in Fig. 4 (a). The algorithm 2 has been used. The regularization parameter is chosen as $l = 0.01$ mm and the load increment as $U = 10^{-5}$ mm. The results are provided in Fig. 7, demonstrating the convergence.

Finally, we investigate the capability of the split algorithm to handle auto-contact in a fatigue crack propagation. For this purpose, the same initial domain as described in Fig. 4 (a) is used, but traction conditions are prescribed, i.e. $y-$ displacements are prescribed while $x-$displacements are free. Here again, the algorithm 2 has been used. The evolution of the prescribed displacements is depicted in Fig. 8 (a). In figure 8 (b), the $\varepsilon_{22}$ strain component in one element located just near the crack tip is plotted with respect to the resultant force on the upper end of the domain. We can note that the split algorithm is able to predict the progressive damage of the material in the case of fatigue crack.
5.2 Traction test of a microtomography image-based mortar sample in 2D

The purpose of the next series of test is to demonstrate the potential of the phase field method to handle highly complex microstructures such as those arising from microtomography images of real materials. The different examples have then been selected as tough and challenging problems for crack propagation.

In this example, we consider a model of mortar made of cement paste and sand particles. The geometry of the microstructure has been obtained by segmentation of a microtomography image. The data were kindly provided by Assistant Professor Sylvain Meille and Dr. Ing. Jerome Adrien, MATEIS laboratory-UMR CNRS, INSA Lyon, University of Lyon, France. The geometry of the inclusions in the model is described in Fig. 9 (a).

The domain contains an initial crack of length $a = 0.1L$, $L = 1$ mm, which is here defined by prescribing nodal values of the phase field $d(x) = 1$ for the nodes on the crack. On the lower end ($y = 0$), the $y$–displacements are blocked, while the $x$–displacements are free. The node $(x = 0)$, $(y = 0)$ is blocked. On the upper end, the $x$–displacements are free, while the $y$–displacements are prescribed, with an increasing value of $U$ during the simulation. Plane strain is assumed.

Three models are considered and each of them was obtained by segmenting the
original image rescaled to three different resolutions. In each case, the voxel
data are transferred into a regular grid of square domains associated with
voxels, each divided into 2 3-nodes elements. The models contains 125 × 150,
250 × 300 and 500 × 600 elements, respectively. Fig. 9 (a) shows the discretiza-
tion associated with the last case. In this figure, white and black colors refer
to matrix and inclusions, respectively. The material is a mortar composed of a
cement paste (matrix) and sand (inclusions). The chosen material parameters
of each phase are: \( E_i = 30 \text{ GPa}, \nu_i = 0.3 \) (inclusions) and \( E_m = 10 \text{ GPa}, \nu_m = 0.2 \) (matrix). The fracture toughness is \( g_c = 250 \text{ N/m} \). These numerical
values have been chosen as the experimental ones described in \[41], \[31]. In all
the examples of the present work, we have used the same \( g_c \) for all materials
when two phases are involved in the microstructure. The computation is per-
formed with monotonic displacement increments of \( \mathbf{U} = 10^{-4} \text{ mm} \) during the
first 65 load increments and \( \mathbf{U} = 5.10^{-6} \text{ mm} \) during the last 500 increments
corresponding to the softening part of the curve. The length scale parameter
is chosen as \( l = 0.016 \text{ mm} \). The crack evolution for the different discretizations
associated with different segmentations cases is depicted in Fig. 10.

We can note that the crack path is not much sensitive to the mesh refinement,
despite of the highly heterogeneous nature of the microstructure and the large
number of inclusions, with complex geometries and a wide span of sizes. A
comparison of the load/displacement curves for the three cases is depicted in
Fig. 11. A convergence of the different responses is observed for the different
refined models. We can conclude that the phase field method is a promising
tool for crack propagation in highly heterogeneous materials models obtained
from microtomography images, mostly thanks to the weak dependency on the
mesh refinement.

5.3 Shear test of a microtomography image-based mortar sample in 2D

In this example, we consider another slice taken from the same 3D microto-
mography image than in the previous example. The dimensions of the sample
are the same as previously. However, the load here consists of shear conditions,
as described in Fig. 12 (b). The geometry of the phases is described in Fig. 12
(a). On the lower end \( (y = 0) \), the \( y \)--displacements and the \( x \)--displacements
are blocked. On the upper end, the \( y \)-displacements are blocked, while the
\( x \)-displacements are prescribed, with an increasing value \( \mathbf{U} \) during the simu-
lation. The parameter \( l = 0.016 \text{ mm} \).

Here again, the same three resolutions as in the previous example are consid-
ered. The material parameters are the same as in the previous example. The
crack evolution for the different segmentation cases is depicted in Fig. 13.
Figure 10. Traction test of a 2D microstructure defined by microtomography image, crack propagation for lower end displacement $\bar{U} = 0.008$ mm (left) and $\bar{U} = 0.00845$ mm (right). From up to down: $125 \times 150$, $250 \times 300$ and $500 \times 600$ elements discretizations.

Due to the shear load, we can note that the crack path deviates from the original orientation of the crack, as in the example of Fig. 5. In this case, the microstructure has been chosen such that one inclusion is in the path of the crack, to evidence the capability of the technique to propagate cracks in highly heterogeneous microstructures. No strong difference is noticed for the crack
Figure 11. Load-deflection curve for the three segmentations of microtomography image-based models of mortar samples.

Figure 12. Shear test of a microtomography image-based mortar sample in 2D: (a) geometry of the phases; (b) geometry of the domain and boundary conditions path with the different resolutions. The comparison of the load/displacement curves for the three cases is depicted in Fig. 14. The load curve is found to converge to the value of the finest resolution. The step-like look of the curve is due to the fact that the crack passes through some inclusions during the loading.

5.4 Compression test of a microstructure with uniformly distributed pores

In this next example, a microstructure made of plaster containing periodically distributed holes is considered. This example has been studied numerically
Figure 13. Shear test of a 2D microstructure, crack propagation for lower end displacement $U = 0.0175$ mm (left) and $U = 0.0235$ (right). From up to down: $125 \times 150$, $250 \times 300$ and $500 \times 600$ elements discretizations.

and experimentally in [52,54]. The domain, containing 23 holes with diameter $d = 0.2$ mm, as depicted in Fig. 15, is subjected to compression. The dimension of the sample is $L = 1$ mm (see figure 15).

The domain is meshed with elements whose characteristic size is $h \approx 6.10^{-3}$ mm, involving 299893 triangular elements. The properties of the matrix are
Figure 14. Shear test of a microtomography image-based mortar sample in 2D: load deflection curves for the three resolutions.

Figure 15. Compression test of a plate with regular distribution of holes: geometry of the domain and boundary conditions.

\[ E = 12 \text{ GPa}, \nu = 0.3 \text{ and } g_c = 1.4 \text{ N/m}. \] Monotonic compressive displacement increments of \( U = -1.5 \times 10^{-4} \text{ mm} \) is prescribed for the first 100 load increments and \( U = -3.10^{-5} \text{ mm} \) in last 700 load increments. The length scale parameter is chosen as \( l = 0.012 \text{ mm} \). In Fig. 16, the evolution of the crack patterns with the a MFPA\textsuperscript{2D} simulation conducted in [54] are compared. The method captures the vertical crack propagation observed in the experiments performed in [52,50] and in the simulations performed in [54]. The corresponding load curve is provided in Fig. 17. This example illustrates the capability of the method to nucleate cracks from undamaged microstructure, with correct
Figure 16. Compression test of a plate with regular distribution of holes: crack morphology field $d(x)$ at prescribed displacements: (a) $U = 22 \times 10^{-3}$ mm; (b) $U = 26.10^{-3}$ mm; (c) and (d) $U = 33.10^{-3}$ mm. The crack distribution depicted in (d) has been obtained by MFPA$^{2D}$ simulation [54].

5.5 Compression test of a 3-phase microstructure without pre-existing cracks

In this example, a microtomography-based microstructure of a three-phases porous cementitious material is under consideration. The studied material is an EPS lightweight concrete [42], made from quartz sand and EPS beads embedded in a cement matrix. A microtomography image was recorded in about 45 min using an XRCT laboratory scanner available at Laboratoire Navier, with a voxel size of 15 $\mu$m. The grey level image was segmented in order to separate the three phases of the microstructure. The dimension of
Figure 17. Compression test of a plate with regular distribution of holes: load-deflection curve.

Figure 18. Compression test of a microtomography image-based model of porous cement based material: (a) microstructure: the white, grey and black phases correspond to matrix, inclusions and pores, respectively; (b) geometry of the domain and boundary conditions.

the sample is \( L = 1 \text{ mm} \) (see figure 18) (b). As depicted in the same figure, the white, grey and black phases correspond to matrix, inclusions and pores, respectively.

On the lower end, the \( y \)–displacements are blocked while the \( x \)–displacements are free. On the upper end, the \( x \)–displacements are free, while the \( y \)–displacements are prescribed at value of \( U \) which increases during the simulation. Plane strain is assumed. The model consists of 550 × 550 pixels, each associated
with a material property of matrix, inclusion or holes, according to the data
obtained from the microtomography image segmentation. The voxel data are
transferred into a regular grid of square domains associated with voxels, each
divided into 2 3-nodes elements. The material parameters of inclusions and
matrix are, respectively: \( E_i = 30 \text{ GPa}, \nu_i = 0.3 \), and \( E_m = 10 \text{ GPa}, \nu_m = 0.2 \).
The pores are meshed and have elastic properties \( E_p = 10^{-10} \text{ GPa}, \nu_p = 10^{-10} \).
The fracture toughness is \( g_c = 250 \text{ N/m} \), and assumed to be identical for the
different phases. This assumption is made for all further examples. The sim-
ulation is performed with monotonic displacement increments of \( \overline{U} = -10^{-4} \text{ mm} \) during the first 110 load increments and \( \overline{U} = -10^{-6} \text{ mm} \) during the last 240 load increments which correspond to the propagation of the micro cracks.
The length scale parameter is chosen as \( l = 7.5 \times 10^{-3} \text{ mm} \). In this example,
the domain does not contain pre-existing cracks, and the the cracks first nu-
cleate and then propagate with increase of the compressive load. The crack
distribution evolution for different load increments is depicted in Fig. 19. The
load-displacement curve is provided in Fig. 20. We can observe that several
cracks are nucleated from the pores and can propagate either in the matrix or
in the inclusions, with complex paths. When the microcracks start nucleating,
the materials strength quickly drops. This example shows the potential of the
method for describing microcracking, involving nucleation and complex crack
patterns in real microstructures.

5.6 Traction test of a 3D microtomography image-based microstructure

In this last example, we consider the same microtomography-based image
model as in section 5.5. However, we here use a fully 3D model. The geometry
of inclusions in the model is described in Fig. 21 (a). The dimension of the
sample is \( L = 1 \text{ mm} \).

The domain contains an initial crack of size \( 0.35 \times 0.3 \times 0.01 \text{ mm}^3 \) which is here
defined by prescribing nodal values of the phase field \( d(x) = 1 \) for the nodes
on the crack. On the lower end \((z = 0)\), the \( z\)–displacements are blocked,
while the \( x\)–displacements and \( y\)–displacements are free. The node \((x = 0),
(y = 0), (z = 0)\) is blocked. On the upper end, the \( x\)–displacements and
\( y\)–displacements are free, while the \( z\)–displacements are prescribed, with an
increasing value of \( \overline{U} \) during the simulation.

The model is directly obtained from segmentation of the original image. The
voxel data are transferred into a regular grid of 8-node elements. The model
contains \( 300 \times 300 \times 200 \) elements. Fig. 21 (a) shows the discretization. In this
figure, white and blue colors refer to cement paste matrix and sand inclusions,
respectively. We have here replaced the pores in the previous image by sand
inclusions using the same geometry. The material parameters of each phase
Figure 19. Compression test of a microtomography image-based model of cementitious material: crack propagation for (a) $\mathcal{U} = 20.5 \times 10^{-3}$ mm, (b) $\mathcal{U} = 23.5 \times 10^{-3}$ mm, (c) $\mathcal{U} = 24 \times 10^{-3}$ mm and (d) $\mathcal{U} = 25 \times 10^{-3}$ mm.

are: $E_i = 30$ GPa, $\nu_i = 0.3$, $E_m = 10$ GPa, $\nu_m = 0.2$. The fracture toughness is $g_c = 50$ N/m for both materials. The computation is performed with monotonic displacement increments of $\mathcal{U} = 10^{-4}$ mm during the 105 load increments and $\mathcal{U} = 10^{-5}$ mm during the last 90 load increments corresponding to the softening part of the curve. The length scale parameter is chosen as $l = 7.5 \times 10^{-2}$ mm. The crack evolution is depicted in Fig. 22 and the stress-deflection curve is depicted in Fig. 23. Here, we demonstrate the capability of the method to describe 3D, multiple cracks propagation and interaction in image-based microstructure, up to the failure of the sample.

5.7 Computational times

Finally, a summary of the computational times for the different examples is reported in table 1. For all cases, a workstation with 8 cores, 144 Go Ram and 3.47 GHz processor was used. The present code has been implemented in
Figure 20. Compression problem: stress-deflection curve.

Figure 21. Traction test of a microtomography image-based concrete sample in 3D: (a) geometry of the phases; (b) geometry of the domain and boundary conditions.

Matlab.

6 Conclusion

In the present work, the phase field method has been applied for the first time to the analysis of brittle fracture in highly heterogeneous material models from direct imaging of their microstructure. The main procedure follows the works of Miehe et al.[37], with a modified algorithm to handle the damage only due to traction. For this purpose, a shifted algorithm was introduced, where
Figure 22. Traction test of a 3D microstructure defined from microtomography image, crack propagation for lower end displacement (a) : $\overline{U} = 0$ mm , (b) : $\overline{U} = 11 \times 10^{-3}$ mm, (c) : $\overline{U} = 11.2 \times 10^{-3}$ mm and (d) : $\overline{U} = 11.3 \times 10^{-3}$ mm.

Figure 23. Tension test of a 3D microstructure defined from microtomography image: stress-deflection curve.
<table>
<thead>
<tr>
<th>Problem</th>
<th>Nb. elements</th>
<th>Nb. load increments</th>
<th>CPU time for one load increment (s)</th>
<th>Total simulation time (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D shear crack</td>
<td>74418</td>
<td>1200</td>
<td>10</td>
<td>3.34</td>
</tr>
<tr>
<td>2D tensile crack</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$250 \times 300$</td>
<td>151102</td>
<td>350</td>
<td>18</td>
<td>1.75</td>
</tr>
<tr>
<td>$500 \times 600$</td>
<td>602202</td>
<td>350</td>
<td>80</td>
<td>7.78</td>
</tr>
<tr>
<td>2D shear crack</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$125 \times 150$</td>
<td>38052</td>
<td>600</td>
<td>4.5</td>
<td>0.75</td>
</tr>
<tr>
<td>$250 \times 300$</td>
<td>151102</td>
<td>600</td>
<td>19</td>
<td>3.17</td>
</tr>
<tr>
<td>$500 \times 600$</td>
<td>602202</td>
<td>600</td>
<td>82</td>
<td>13.67</td>
</tr>
<tr>
<td>3D tensile crack</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 phases</td>
<td>607202</td>
<td>410</td>
<td>93</td>
<td>10.6</td>
</tr>
<tr>
<td>23 holes</td>
<td>303930</td>
<td>800</td>
<td>53</td>
<td>11.78</td>
</tr>
<tr>
<td>3D tensile crack</td>
<td>$18.10^6$</td>
<td>195</td>
<td>4131</td>
<td>224</td>
</tr>
</tbody>
</table>

Table 1
Computational times for the different examples

the compression/traction split of the strain tensor is performed in a previous load increment of the time-stepping, avoiding costly linearization procedures to the displacement problem, and allowing increasing load increments to save computational times. The obtained numerical tool allows simulating crack nucleation and crack propagation for arbitrary complexity of microstructures and for multiple cracks, in both 2D and 3D. Furthermore, as the present method is naturally based on a regularized representation of the crack surfaces, no significant mesh dependence has been noticed, which is highly recommended in voxel-based models, where the choice of the resolution is not always possible. There are many potential extensions for this work. First, the damage model associated with compression requires extensions to be more realistic. Secondly, many comparisons with experiments are now possible, and allows identification of the parameters related to the damage model, such as $g_c$, and the influence of the regularization parameter $l$ in the identification process.
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