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Abstract. We consider a diffusion process Xt and a skeleton curve xt(φ) and we give a
lower bound for P (supt≤T d(Xt, xt(φ)) ≤ R). This result is obtained under the hypothesis
that the strong Hörmander condition of order one (which involves the diffusion vector
fields and the first Lie brackets) holds in every point xt(φ), 0 ≤ t ≤ T. Here d is a distance
which reflects the non isotropic behavior of the diffusion process which moves with speed√
t in the directions of the diffusion vector fields but with speed t in the directions of the

first order Lie brackets. We prove that d is locally equivalent with the standard control
metric dc and that our estimates hold for dc as well.
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1 Introduction

We consider the diffusion process solution of dXt =
∑d

j=1 σj(t, Xt) ◦ dW j
t + b(t, Xt)dt

where the coefficients σj , b are three times differentiable and verify the strong Hörmander
condition on order one (involving σj and the first order Lie brackets [σi, σj]) locally around

a skeleton path dxt(φ) =
∑d

j=1 σj(t, xt(φ))φ
j
tdt+ b(t, xt(φ))dt. The aim of this paper is to

give a lower bound for the probability that Xt remains in a tube around xt(φ) for t ≤ T.
This problem has already been addressed in the literature. The first result was given
by Stroock and Varadhan in their celebrated paper [15]. They obtain a lower bound
for P (supt≤T ‖Xt − xt(φ)‖ ≤ R) and use it in order to prove the support theorem for
diffusion processes. Here ‖Xt − xt(φ)‖ is the Euclidian norm. Later, one has considered
other norms which reflect the degree of regularity of the trajectories of the diffusion process
Xt: Ben Arous and Gradinaru [4] and Ben Arous, Gradinaru and Ledoux [5] obtained
similar results for the Hölder norm. And more recently Friz, Lyons and Stroock [10] use a
norm related to the rough path theory. All these results hold without any non degeneracy
assumption.
Tubes estimates has also been considered in connection with the Onsager-Machlup func-
tional for diffusion processes. There is an abundant literature on this subject: see e.g. [7],
[8], [11], [12], [16]. In this case one considers strong ellipticity conditions and the norm
which describes the tube is the Euclidian norm or some Hölder norm. Notice that these
are asymptotic results whether in our paper we give estimates which are non asymptotic.

2



Finally, in [1] and [3] one obtains similar lower bounds for general Itô processes under an
ellipticity assumption.

The specific point in our paper is that we use a distance which reflects the non isotropic
structure of the problem: the diffusion process Xt moves with speed

√
t in the direction

of the diffusion vector fields σj and with speed t =
√
t ×
√
t in the direction of [σi, σj].

Let us be more precise. For R > 0 and x ∈ Rn we construct the matrix AR(t, x) with
columns

√
Rσi(t, x), [

√
Rσj ,

√
Rσp](t, x), 1 ≤ i, j, p ≤ d. If the above vectors span Rn the

matrix ARA
∗
R(t, x) is invertible, so we are able to define the norm

|y|2AR(t,x) =
〈
(ARA

∗
R)

−1(t, x)y, y
〉
.

Our main result is the following (see Theorem 3 for a precise statement): we assume that
the non-degeneracy condition holds along the curve xt(φ), 0 ≤ t ≤ T and we prove

P (sup
t≤T
|Xt − xt(φ)|AR(t,xt(φ))

≤ 1) ≥ exp
(
− C

( 1

R
+

∫ T

0

|φt|2 dt
))
.

Computations involving the above norms are generally not easy - so we give some estimates
which seem to be more explicit. In Proposition 1 we prove that |y|AR(t,x) describes (roughly

speaking) ellipsoids with semi-axes of length
√
R in the directions of σj(t, x) and of length

R in the directions of [σi, σj ](t, x).Moreover we associate to the above norms the following
semi-distance: d(x, y) < R if and only if |y|AR(x) < 1. With this definition we have
{supt≤T |Xt − xt(φ)|AR(t,xt(φ))

≤ 1} = {supt≤T d(xt(φ), Xt) ≤ R}. In Proposition 28 we
prove that the semi-distance d is equivalent with the standard control metric dc (see
(11) for the definition) so the estimates of the tubes hold in the control metric as well.
In Proposition 6 we give local lower and upper bounds for d and dc in terms of some
semi-distances which describe in a more explicit way the ellipsoid structure we mentioned
above.
The paper is organized as follows. In Section 2 we give the statements of the main results.
In Section 3 we consider a process Zt which is a linear combination of W j

t , j = 1, ..., d
and of

∫ t

0
W i

sdW
j
s , 1 ≤ i, j ≤ d. And we give a decomposition of such a process - this

decomposition represents the main ingredient in our approach. Roughly speaking the idea
is the following: we consider a small interval of time [0, δ] and we split it in d subintervals
Ii = (ti−1, ti] with ti =

i
d
δ. We fix i and for t ∈ Ii we take conditional expectation with

respect to W j
t , j 6= i so all these processes appear as “controls”. And the only process

which is at work is W i
t . Then the vector (W i

ti
− W i

ti−1
),
∫ ti
ti−1

(W j
s − W j

ti−1
)dW i

s , j 6= i is

Gaussian (with respect to the above mentioned conditional probability). And we may
choose the trajectories (controls) (W j

s −W j
ti−1

)s∈Ii, j 6= i in such a way that the covariance
matrix of the above Gaussian vector is non degenerated (this is a support property proven
in Section 7). Then we are able to use estimates for non degenerated Gaussian random
variables. The process Zt appears as the principal part in the development in stochastic
series of order two of the diffusion process Xt. In Section 4 we use the estimates for Zt in
order to obtain estimates for Xt and so to finish the proof of the main theorem stated in
Section 2.
The fact that one may choose (W j

s −W j
ti−1

)s∈Ii, j 6= i in an appropriate way is due to the
support theorem for the Brownian motion. But the quantitative property that we use
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employs in a crucial way the estimates of the variance (with respect to the time) of the
Brownian motion obtained in [9].

Acknowledgments. We are grateful to Arturo Kohatsu-Higa and to Peter Friz for useful
discussions on this topic.

2 Notations and main results

We consider the n dimensional diffusion process

dXt =
d∑

j=1

σj(t, Xt) ◦ dW j
t + b(t, Xt)dt (1)

where W = (W 1, ...,W d) is a standard Brownian motion, ◦dW j
t denotes the Stratonovich

integral and σj , b : R+ × Rn → Rn are three time differentiable in x ∈ Rn and one time
differentiable with respect to the time t ∈ R+. We also assume that the derivatives with
respect to the space x ∈ Rn are one time differentiable with respect to t. And for (t, x) ∈
R+×Rn we denote by n(t, x) a constant such that for every s ∈ [(t−1)∨0, t+1], y ∈ B(x, 1)
and for every multi index α of length less or equal to three

|∂αx b(s, y)|+ |∂t∂αx b(s, y)|+
d∑

j=1

|∂αxσj(s, y)|+ |∂t∂αxσj(s, y)|) ≤ n(t, x). (2)

Here, α = (α1, ..., αk) ∈ {1, ..., n}k is a multi index and |α| = k is the length of α and
∂αx = ∂xα1

...∂xαk
.

In the following we assume that for external reasons one produces a continuous adapted
process X which solves equation (1) on the time interval [0, T ] and we give estimates for
this process. More precisely, for φ ∈ L2([0, T ];Rd), we assume there exists a solution of

dxt(φ) =
d∑

j=1

σj(t, xt(φ))φ
j
tdt+ b(t, xt(φ))dt (3)

and we want to estimate the probability thatXt remains in a tube around the deterministic
curve xt = xt(φ).

We need some more notations. First, we use the following notation of directional deriva-
tives: for f, g : R+ × Rn → Rn we define ∂gf(t, x) =

∑n
i=1 g

i(t, x)∂xi
f(t, x) and we recall

that the Lie bracket (with respect to the space variable x) is defined as [f, g](t, x) =
∂gf(t, x)− ∂fg(t, x). Moreover, let M ∈Mn×m be a matrix (which generally may be not
square) such that MM∗ is invertible (M∗ denotes the transposed matrix). We denote by
λ∗(M) (respectively λ∗(M)) the smaller (respectively the larger) eigenvalue of MM∗ and
we consider the norm on Rn

|y|M =
√
〈(MM∗)−1y, y〉. (4)
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We are concerned with the matrix A(t, x) ∈Mn×m with columns σi(t, x), [σj , σp](t, x), 1 ≤
i, j, p ≤ d, j 6= p. Here and all along the paper

m = d2.

We will write
A(t, x) = (σi(x), [σj , σp](t, x))i,j,p=1,...,d,j 6=p. (5)

We denote by λ(t, x) the lower eigenvalue of A(t, x) that is

λ(t, x) = inf
|ξ|=1

m∑

i=1

〈Ai(t, x), ξ〉2 , (6)

Ai(t, x), i = 1, . . . , m, denoting the columns of A(t, x). Moreover for R > 0 we define

AR(t, x) = (
√
Rσi(t, x), [

√
Rσj ,

√
Rσp](t, x))i,j,p=1,...,d,j 6=p.

Consider now some x ∈ Rn, t ≥ 0 such that (σi(t, x), [σj , σp](t, x))i,j,p=1,...,d,j 6=p span Rn.
Then ARA

∗
R(t, x) is invertible and we may define |y|AR(t,x) .We give some lower and upper

bounds for |y|AR(t,x) . We denote by S(t, x) the space spanned by σ1(t, x), ..., σd(t, x) and

by S⊥(t, x) the orthogonal of S(t, x).We also denote by Πt,x the projection on S(t, x) and
by Π⊥

t,x the projection on S⊥(t, x). Moreover we denote

λt,x = inf
ξ∈S(t,x),|ξ|=1

d∑

i=1

〈σi(t, x), ξ〉2 , λ⊥t,x = inf
ξ∈S⊥(t,x),|ξ|=1

∑

i<j

〈[σi, σj ](t, x), ξ〉2 . (7)

By the very definition λt,x > 0 (which is different from λ(t, x)) and under our hypothesis
λ⊥t,x > 0 also. Then Proposition 26 gives:

Proposition 1 If R ≤ λt,x/(4m× n4(t, x)) then

1

4Rn2(t, x)
|Πt,xy|2 +

1

4R2n2(t, x)

∣∣Π⊥
t,xy
∣∣2 ≤ |y|2AR(t,x) ≤

4

Rλt,x
|Πt,xy|2 +

4

R2λ⊥t,x

∣∣Π⊥
t,xy
∣∣2 .

(8)

For µ ≥ 1 and 0 < h ≤ 1 we denote by L(µ, h) the class of non negative functions
f : R+ → R+ which have the property

f(t) ≤ µf(s) for |t− s| ≤ h.

We will make the following hypothesis: there exists some functions n : [0, T ] → [1,∞)
and λ : [0, T ]→ (0, 1] such that for some µ ≥ 1 and 0 < h ≤ 1 we have

(H1) n(t, xt(φ)) ≤ nt, ∀t ∈ [0, T ],

(H2) λ(t, xt(φ)) ≥ λt > 0, ∀t ∈ [0, T ],

(H3) n., λ. ∈ L(µ, h).
(9)
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Remark 2 The hypothesis (H2) implies that for each t ∈ (0, T ), the space Rn is spanned
by the vectors (σi(t, xt), [σj, σp](t, xt))i,j,p=1,...,d,j<p, so the Hörmander condition holds along
the curve xt(φ).

The main result in this paper is the following.

Theorem 3 Suppose that (H1), (H2) and (H3) hold and that X0 = x0(φ). Let ρ ∈ (0, 1).
There exists a universal constant C (depending on d and ρ only) such that for every
R ∈ (0, 1) one has

P (sup
t≤T
|Xt − xt(φ)|AR(t,xt(φ))

≤ 1) ≥ exp
(
−Cµ9

(T
h
+

∫ T

0

n
6(1+dρ)
t

λ1+2dρ
t

( 1

R
+ |φt|2

)
dt
))
. (10)

Remark 4 Suppose that Xt = Wt is just the Brownian motion and that xt = 0, so that
nt = 1, λt = 1, µ = 1 and φt = 0. Then |Xt − xt|AR(xt(φ))

= R−1/2Wt so we obtain

P (supt≤T |Wt| ≤
√
R) ≥ exp(−CT/R) which is coherent with the standard estimate (see

[12]).

Remark 5 Since ∂txt(φ)− b(t, xt(φ)) = σ(t, xt(φ))φ(t) we immediately obtain

1

dn(t, xt(φ))
|∂txt(φ)− b(t, xt(φ))| ≤ |φ(t)| ≤

1√
λt,xt(φ)

|∂txt(φ)− b(t, xt(φ))|

with λt,xt(φ) given in (7).

We establish now the link between the norm |z|AR(t,x) and the control (Caratheodory)
distance. We will use in a crucial way the alternative characterizations given in [14] for this
distance - and these results hold in the homogeneous case: the coefficients of the equations
do not depend on time: σj(t, x) = σj(x) and b(t, x) = b(x). Consequently now on we have
a matrix AR(x) instead of AR(t, x). We define the semi-distance d : Rn × Rn → R+ by
d(x, y) <

√
R if and only if |y|AR(x) < 1 (see page 37 for the definition of a semi-distance).

We also consider the standard control distance dc (Caratheodory distance) associated
to σ1, ..., σd in the following way. Let yt(φ) be the solution of the equation dyt(φ) =∑d

j=1 σj(yt(φ))φ
j
tdt (notice that here b = 0). We denote C(x, y) = {φ ∈ L2(0, 1) : y0(φ) =

x, y1(φ) = y} and we define

dc(x, y) = inf
{(∫ 1

0

|φs|2 ds
)1/2

: φ ∈ C(x, y)
}
. (11)

In Section 8 Theorem 28 we prove that d is locally equivalent with dc. Moreover we
obtain the following bounds for them. We define d(x, y) and d(x, y) as follows:

• d(x, y) <
√
R if and only if

4

Rλx
|Πx(y − x)|2 +

4

R2λ⊥x

∣∣Π⊥
x (y − x)

∣∣2 < 1;

6



• d(x, y) <
√
R if and only if

1

4Rn2
x

|Πx(y − x)|2 +
1

4R2n2
x

∣∣Π⊥
x (y − x)

∣∣2 < 1.

Then as an immediate consequence (we give a detailed proof at the end of Appendix 4)
of Proposition 1 and Theorem 28 we obtain:

Proposition 6 Let x, y ∈ Rn be such that

|y − x| ≤ λx
√
λ∗(A(x))

(4m)n4(x)
. (12)

Then
d(x, y) ≤ d(x, y) ≤ d(x, y). (13)

Moreover for every compact set K ⊂ Rn there exists some constants CK , rK such that for
ever x, y ∈ K which satisfy (12) and such that d(x, y) ≤ rK one has

1

CK

d(x, y) ≤ dc(x, y) ≤ CKd(x, y). (14)

As an immediate consequence of the definition of d and of the local equivalence of dc with
d we obtain the following:

Proposition 7 Suppose that (Hi), i = 1, 2, 3 hold and X0 = x0(φ). Let ρ ∈ (0, 1). There
exists a universal constant C (depending on d and ρ only) such that for every R ∈ (0, 1)
one has

P (sup
t≤T

d(xt(φ), Xt) ≤ R) ≥ exp(−Cµ9(
T

h
+

∫ T

0

n
6(1+dρ)
t

λ1+2dρ
t

(
1

R
+ |φt|2)dt)).

Moreover there exists a constant C (depending on d and ρ but also on xt(φ) and on the
coefficients σi(xt(φ)), b(xt(φ)) and on their derivatives up to order three) such that

P (sup
t≤T

dc(xt(φ), Xt) ≤ R) ≥ exp(−Cµ9(
T

h
+

∫ T

0

n
6(1+dρ)
t

λ1+2dα
t

(
1

R
+ |φt|2)dt)). (15)

We finish this section with two simple examples.

Example 1. We consider the two dimensional diffusion process

X1
t = x1 +W 1

t , X2
t = x2 +

∫ t

0

X1
sdW

2
s .

Straightforward computations give

|ξ|2Aδ(x)
= |Tx,δξ|2 with Tx,δξ = (

1√
δ
ξ1,

1√
δ(δ + x21)

ξ2).

7



In particular, if x1 = 0 then T0,δξ = ( 1√
δ
ξ1,

1
δ
ξ2) and consequently {ξ : |ξ|Aδ(x)

≤ 1} is an
ellipsoid. But if x1 6= 0 and δ is small, then the distance given by |ξ|Aδ(x)

is equivalent
with the Euclidian one.
If we take a path xt which keeps far from zero then we have ellipticity along the path and
so we may use estimates for elliptic processes (see [1] and [3]). But if x1(t) = 0 for some
t ∈ [0, T ] then we may no more use them. Let us compare the norm here and the norm
in the elliptic case: if x1 > 0 the diffusion matrix is not degenerated so we may consider
the norm |ξ|Bδ(x)

with Bδ(x) = δσσ∗(x). We have

|ξ|2Bδ(x)
=

1

δ
ξ21 +

1

δx21
ξ22 ≥

1

δ
ξ21 +

1

δ(δ + x1)
ξ22 = |ξ|2Aδ(x)

.

So the estimates obtained using the Lie brackets are sharper even if ellipticity holds.
Let us now take x1 = x2 = 0, xt(φ) = (0, 0). We have ns = 1 and λs = 1 and Xt − xt =
(W 1

t ,
∫ t

0
W 1

s dW
2
s ). And we obtain

P (sup
t≤T

(
1

δ

∣∣W 1
t

∣∣2 + 1

δ2

∣∣∣∣
∫ t

0

W 1
s dW

2
s

∣∣∣∣
2
)
≤ 1) = P (sup

t≤T
(|Xt − xt|2Aδ(0)

≤ 1) ≥ e−C/δ.

Example 2. The principal invariant diffusion on the Heisenberg group. We
consider the diffusion process

X1
t = x1 +W 1

t , X2
t = x2 +W 2

t , X3
t = x3 +

1

2

∫ t

0

X1
s dW

2
s −

1

2

∫ t

0

X2
s dW

1
s .

Direct computations give

|ξ|2Aδ(x)
=
∣∣A−1

δ (x)ξ
∣∣2 = 1

δ

(
ξ1 − ξ3 ×

x2

2
√
δ

)2

+
1

δ

(
ξ2 − ξ3 ×

x1

2
√
δ

)2

+
ξ23
δ2
.

In particular for x = 0 we obtain

P
(

sup
t≤T/δ

( ∣∣W 1
t

∣∣2 +
∣∣W 2

t

∣∣2 + A2
t (W )

)
≤ 1
)

= P
(
sup
t≤T

(1
δ

∣∣W 1
t

∣∣2 + 1

δ

∣∣W 2
t

∣∣2 + 1

δ2
A2

t (W )
)
≤ 1
)
≥ e−

CT
δ

where At(W ) =
∫ t

0
W 1

s dW
2
s −

∫ t

0
W 2

s dW
1
s .

3 Multiple stochastic integrals

3.1 Decomposition

We consider the stochastic process

Z(t) =

d∑

i=1

aiW
i
t +

d∑

i,j=1

ai,j

∫ t

0

W i
s ◦ dW j

s (16)
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with ai, ai,j ∈ Rn. Our aim is to give a decomposition for this process. In order to do it
we have to introduce some notation. We fix δ > 0 and we denote sk(δ) =

k
d
δ and

∆i
k(δ,W ) = W i

sk(δ)
−W i

sk−1(δ)
, ∆i,j

k (δ,W ) =

∫ sk(δ)

sk−1(δ)

(W i
s −W i

sk−1
) ◦ dW j

s .

Notice that ∆i,j
k (δ,W ) is the Stratonovich integral, but for i 6= j it coincides with the

Ito integral. When now confusion is possible we use the short notation sk = sk(δ),∆
i
k =

∆i
k(δ,W ),∆i,j

k = ∆i,j
k (δ,W ). Moreover for p = 1, ..., d we define

µp(δ,W ) =
∑

i 6=p

∆p
i

ψp(δ,W ) =
∑

i 6=j,i 6=p,j 6=p

ai,j∆
i,j
p +

d∑

l=p+1

∑

i 6=p

d∑

j 6=l

ai,j∆
j
l∆

i
p +

1

2

d∑

i 6=p

ai,i
∣∣∆i

p

∣∣2

εp(δ,W ) =
d∑

l>p

d∑

j 6=l

ap,j∆
j
l +

d∑

p>l

d∑

j 6=l

aj,p∆
j
l +
∑

j 6=p

ap,j∆
j
p

ηp(δ,W ) =
1

2
ap,p

∣∣∆p
p

∣∣2 +
d∑

l>p

ap,l∆
l
l∆

p
p +∆p

pεp.

(17)

We denote η(δ,W ) =
∑d

p=1 ηp(δ,W ) and ψ(δ,W ) =
∑d

p=1 ψp(δ,W ) and

[a]i,p = ai,p − ap,i. (18)

Our aim is to prove the following decomposition.

Proposition 8

Z(δ) =

d∑

p=1

ap(∆
p
p(δ,W ) + µp(δ,W )) +

d∑

p=1

∑

i 6=p

[a]i,p∆
i,p
p (δ,W ) + η(δ,W ) + ψ(δ,W ) (19)

Remark 9 The reason of being of this decomposition is the following. We split the time
interval (0, δ) in d sub intervals of length δ/d. And we also split the Brownian motion in
corresponding pieces: (W i

s −W i
sp−1

)sp−1≤s≤sp, i = 1, ..., d. Let us fix i. For s ∈ (si−1, si) we

have the processes (W j
s −W j

si−1
)si−1≤s≤si, j = 1, ..., d. Our idea is to settle a calculus which

is based on W i and to take conditional expectation with respect to W j, j 6= i. So (W j
s −

W j
si−1

)si−1≤s≤si, j 6= i will appear as parameters (or controls) which we may choose in an

appropriate way. And the random variables on which the calculus is based are ∆i
i = W i

si
−

W i
si−1

and ∆j,i
i =

∫ si
si−1

(W j
s−W j

si−1
)dW i

s , j 6= i. These are the random variables that we have

emphasized in the decomposition of Z(δ). Notice that, conditionally to the controls (W j
s −

W j
si−1

)si−1≤s≤si, j 6= i, this is a centered Gaussian vector and, under appropriate hypothesis
on the controls this Gaussian vector is non degenerated (we treat in the Appendix 3 the
problem of the choice of the controls). But there is another term which appear and which
is difficult to handle by a choice of the controls W j : this is ∆i,j

i =
∫ si
si−1

(W i
s −W i

si−1
)dW j

s .

So we use the identity ∆i,j
i = ∆j

i∆
i
i−∆j,i

i in order to eliminate this term - and this is the
reason for which (ai,j − aj,i) = [a]i,j appears.

9



Proof. We decompose

Z(δ) =
d∑

l=1

Z(sl)− Z(sl−1) =
d∑

l=1

(
d∑

i=1

ai∆
i
l +

d∑

i,j=1

ai,j

∫ sl

sl−1

W i
s ◦ dW j

s

)

and we write

∫ sl

sl−1

W i
s ◦ dW j

s =W i
sl−1

∆j
l +∆i,j

l = (
l−1∑

p=1

∆i
p)∆

j
l +∆i,j

l .

Then

Z(δ) =
d∑

l=1

d∑

i=1

ai∆
i
l +

d∑

l=1

d∑

i,j=1

ai,j(
l−1∑

p=1

∆i
p)∆

j
l +

d∑

l=1

d∑

i,j=1

ai,j∆
i,j
l =: S1 + S2 + S3.

Notice first that

S1 =
d∑

l=1

al∆
l
l +

d∑

l=1

∑

i 6=l

ai∆
i
l.

We treat now S3. We will use the identities

∣∣∆i
l

∣∣2 = 2∆i,i
l and ∆i

l∆
j
l = ∆i,j

l +∆j,i
l .

Then

.S3 =

d∑

l=1

d∑

i=1

ai,i∆
i,i
l +

d∑

l=1

∑

i 6=j

ai,j∆
i,j
l

=
d∑

l=1

d∑

i=1

ai,i∆
i,i
l +

d∑

l=1

∑

i 6=l

ai,l∆
i,l
l +

d∑

l=1

∑

j 6=l

al,j∆
l,j
l +

d∑

l=1

∑

i 6=j,i 6=lj 6=l

ai,j∆
i,j
l

=
1

2

d∑

l=1

d∑

i=1

ai,i
∣∣∆i

l

∣∣2 +
d∑

l=1

∑

i 6=l

ai,l∆
i,l
l

+

d∑

l=1

∑

j 6=l

al,j

(
∆j

l∆
l
l −∆j,l

l

)
+

d∑

l=1

∑

i 6=j,i 6=l,j 6=l

ai,j∆
i,j
l

=
1

2

d∑

i=1

ai,i
∣∣∆i

i

∣∣2 + 1

2

d∑

l=1

d∑

i 6=l

ai,i
∣∣∆i

l

∣∣2 +
d∑

l=1

∑

i 6=l

(ai,l − al,i)∆i,l
l

+
d∑

l=1

(
∑

j 6=l

al,j∆
j
l

)
∆l

l +
d∑

l=1

∑

i 6=j,i 6=l, 6=j 6=
ai,j∆

i,j
l .

We treat now S2. We want to emphasis terms which contain ∆i
i. We have

S2 =
d∑

l>p

d∑

i,j=1

ai,j∆
i
p∆

j
l = S ′

2 + S ′′
2 + S ′′′

2 + Siv
2

10



with
∑d

l>p =
∑d

p=1

∑d
l=p+1 and

S ′
2 =

d∑

l>p

ap,l∆
p
p∆

l
l, S ′′

2 =
d∑

l>p

d∑

j 6=l

ap,j∆
p
p∆

j
l

S ′′′
2 =

d∑

l>p

d∑

i 6=p

ai,l∆
i
p∆

l
l, Siv

2 =

d∑

l>p

d∑

i 6=p,j 6=l

ai,j∆
i
p∆

j
l .

We have

S ′′
2 =

d∑

p=1

∆p
p

(
d∑

l=p+1

d∑

j 6=l

ap,j∆
j
l

)

and

S ′′′
2 =

d∑

l=1

∆l
l

(
l−1∑

p=1

d∑

i 6=p

ai,l∆
i
p

)
=

d∑

p=1

∆p
p

(
p−1∑

l=1

d∑

j 6=l

aj,p∆
j
l

)

so that

S ′′
2 + S ′′′

2 =

d∑

p=1

∆p
p

(
d∑

l=p+1

d∑

j 6=l

ap,j∆
j
l +

p−1∑

l=1

d∑

j 6=l

aj,p∆
j
l

)
.

Finally

Z(δ) =
d∑

l=1

al∆
l
l +

d∑

l=1

∑

i 6=l

ai∆
i
l

+
d∑

l>p

ap,l∆
p
p∆

l
l +

d∑

p=1

∆p
p

(
d∑

l>p

d∑

j 6=l

ap,j∆
j
l +

d∑

p>l

d∑

j 6=l

aj,p∆
j
l

)

+

d∑

l>p

d∑

i 6=p,j 6=l

ai,j∆
i
p∆

j
l +

1

2

d∑

i=1

ai,i
∣∣∆i

i

∣∣2 + 1

2

d∑

l=1

d∑

i 6=l

ai,i
∣∣∆i

l

∣∣2

+

d∑

l=1

∑

i 6=l

(ai,l − al,i)∆i,l
l +

d∑

l=1

(
∑

j 6=l

al,j∆
j
l

)
∆l

l +

d∑

l=1

∑

i 6=j,i 6=l,j 6=l

ai,j∆
i,j
l .

We want to compute the coefficient of ∆p
p : this term appears in

d∑

p=1

∆p
p(ap + εp) with

εp =
d∑

l>p

d∑

j 6=l

ap,j∆
j
l +

d∑

p>l

d∑

j 6=l

aj,p∆
j
l +
∑

j 6=p

ap,j∆
j
p.

We consider now ∆i,p
p . It appears in

d∑

p=1

∑

i 6=p

(ai,p − ap,i)∆i,p
p

11



The other terms are

d∑

l=1

∑

i 6=l

ai∆
i
l +

d∑

l>p

d∑

i 6=p,j 6=l

ai,j∆
i
p∆

j
l +

1

2

d∑

i=1

ai,i
∣∣∆i

i

∣∣2 + 1

2

d∑

l=1

d∑

i 6=l

ai,i
∣∣∆i

l

∣∣2

+

d∑

l=1

∑

i 6=j,i 6=l,j 6=l

ai,j∆
i,j
l +

d∑

l=p+1

ap,l∆
p
p∆

l
l.

We put everything together and (19) is proved. �

3.2 Main estimates

Throughout this section we will assume that

Span{ai, [a]j,p, i, j, p = 1, ..., d, j 6= p} = Rn. (20)

Let us introduce some notation. We consider the matrix A = (ai, [a]j,p, i, j, p = 1, ..., d, j 6=
p) to be the matrix with columns ai and [a]j,p. For R ∈ (0, 1] we define the matrix
AR = (

√
Rai, R[a]j,p, i, j, p = 1, ..., d, j 6= p) and we denote λ∗(AR), λ

∗(AR) the lower and
the larger eigenvalue of ARA

∗
R. We just write λ∗(A), λ

∗(A) if R = 1. We associate the
norms |y|2AR

= 〈(ARAR)
−1y, y〉 .

In Proposition 25 from the Appendix 4 we prove the following basic properties. For every
0 < R ≤ R′ ≤ 1 √

R

R′ |y|AR
≥ |y|AR′

≥ R

R′ |y|AR
(21)

and
1√

R
√
λ∗(A)

|y| ≤ |y|AR
≤ 1

R
√
λ∗(A)

|y| . (22)

Finally
|ARy|AR

≤ |y| . (23)

Lemma 10 Suppose that (20) holds. There exists an universal constant C0 such that for
every R ≥ δ > 0 and r > 0

P (sup
t≤δ
|Zt|AR

≥ r) ≤ exp
(
− rR

C0δ

(
r ∧

√
λ∗(A)

a

))
(24)

with
a = 1 ∨max

i,j
|ai,j | . (25)

Remark 11 One might think to use directly Bernstein’s inequality in order to estimate
P (supt≤δ |Zt|AR

≥ r) but then one would not obtain the right inequality. Indeed one writes

|Zt|AR
≤ (R

√
λ∗(A))

−1 |Zt| and then the above probability is bounded by

P (sup
t≤δ
|Zt| ≥ rR

√
λ∗(A)) ≤ exp(−r

2R2λ∗(A)

δ
).

12



So one obtains R2

δ
instead of R

δ
and this is not in the right scale. The reason is that in

the above argument we just use the lower eigenvalue λ∗(A) in order to upper bound |Zt|AR

since in the proof of our lemma we use the more subtle inequality |ARy|AR
≤ |y| .

Proof. Let t ≤ δ. We decompose Z(t) instead of Z(δ) and similarly to (19) we obtain

Z(t) =

d∑

p=1

ap(∆
p
p(t,W ) + µp(t,W )) +

d∑

p=1

∑

i 6=p

[a]i,p∆
i,p
p (t,W ) + η(t,W ) + ψ(t,W ),

in which η(t,W ) and ψ(t,W ) are defined as in (17) with ∆i
p and ∆ij

p replaced by ∆i
p(t,W )

and ∆ij
p (t,W ) respectively, and these last quantities are defined as follows: for t ∈ [0, T ],

∆i
p(t,W ) = W i

sp∧t −W i
sp−1∧t and ∆ij

p (t,W ) =
∫ sp∧t
sp−1∧t(W

i
s −W i

sp−1∧t)dW
j
s .

We denote by u(t) ∈ Rm the vector with component up(t) = t−1/2(∆p
p(t,W )+µp(t,W )) =

t−1/2W p
t , p = 1, ..., d and ui,j(t) = 0, i 6= j and we also denote

U(t) =

d∑

p=1

∑

i 6=p

[a]i,p∆
i,p
p (t,W ) + η(t,W ) + ψ(t,W ).

Then we have

Z(t) =

d∑

p=1

t1/2apup(t) +

d∑

p=1

∑

i 6=p

t[a]i,p × 0 + U(t) = Atu(t) + U(t).

Using the norm inequalities given above

|U(t)|AR
≤ 1

R
√
λ∗(A)

|U(t)| ≤ Ca

R
√
λ∗(A)

d∑

i,j=1

(
∣∣∆i

j(t,W )
∣∣2 +

d∑

p=1

∣∣∆i,j
p (t,W )

∣∣)

so that

P
(
sup
t≤δ
|U(t)|AR

≥ r

2

)
≤

d∑

i,j=1

P
(
sup
t≤δ

∣∣∆j
i (t,W )

∣∣2 ≥ rR
√
λ∗(A)

Ca

)

+
d∑

i,j,p=1

P
(
sup
t≤δ

∣∣∆i,j
p (t,W )

∣∣ ≥ rR
√
λ∗(A)

Ca

)
.

It is easy to check that

P
(
sup
t≤δ

∣∣∆p
p(t,W )

∣∣2 ≥ rR
√
λ∗(A)

Ca

)
≤ C ′ exp

(
− rR

√
λ∗(A)

C ′aδ

)
.

Moreover,

sup
t≤δ

∣∣∆i,j
p (t,W )

∣∣ ≤ 2 sup
t≤δ

∣∣∣∣
∫ t

0

W i
sdW

j
s

∣∣∣∣ + 2 sup
t≤δ

(
∣∣W i

t

∣∣2 +
∣∣W j

t

∣∣2).

13



Using (43) from the Appendix 1 we obtain

P
(
sup
t≤δ

∣∣∣
∫ t

0

W i
sdW

j
s

∣∣∣ ≥ rR
√
λ∗(A)

Ca

)
≤ C exp

(
− rR

√
λ∗(A)

Caδ

)
.

So we have proved that

P
(
sup
t≤δ
|U(t)|AR

≥ r

2

)
≤ C exp

(
− rR

√
λ∗(A)

Caδ

)
.

Using (21) (recall that t ≤ δ ≤ R) and (23)

|Atu(t)|AR
≤
√

t

R
|Atu(t)|At

≤
√

t

R
|u(t)| ≤ C√

R
sup
t≤δ
|Wt| .

It follows that

P
(
sup
t≤δ
|Atu(t)|AR

≥ r

2

)
≤ P

(
sup
t≤δ
|Wt| ≥

r
√
R

C

)
≤ C exp

(
− r2R

Cδ

)
.

�

We give the main result in this section.

Proposition 12 Suppose that λ∗(A) > 0. Let ρ ∈ (0, 1) be fixed. There exists an universal
constant C∗ (depending on d and on ρ only) such that for every

r ≤ λ
1/2
∗ (A)

C∗a
(26)

one has

P (|Zδ|Aδ
≤ r) ≥ rm

C∗
× λ2d

3

∗ (A)

ad
3 × exp(−C∗λ

d2ρ
∗ (A)

a2
). (27)

Proof. Step 1. Scaling. Let Bt = δ−1/2Wtδ. Then B is a standard Brownian motion
and we denote

∆j
i (B) = Bj

i − Bj
i−1, ∆i,j

p (B) =

∫ p

p−1

(Bj
s − Bj

p)dB
i
s, i 6= j.

We also denote by ∆(B) the vector (∆j
i (B),∆i,j

p (B), i, j, p = 1, ..., d) and we define Θ(B) =
(Θ1(B), ...,Θd(B)) with Θp(B) = (∆p

p(B),∆j,p
p (B), j 6= p). We consider the σ field

G := σ(W j
s −W j

sp−1(δ)
, sp−1(δ) ≤ s ≤ sp(δ), p = 1, ...d, j 6= p).

Conditionally to G the random variable Θp(B) is Gaussian with covariance matrix Qp(B)
given by

Qp,j
p (B) =

∫ p

p−1

(Bj
s −Bj

i−1)ds, j 6= p,

Qi,j
p (B) =

∫ p

p−1

(Bj
s −Bj

i−1)(B
i
s −Bi

i−1)ds, j 6= p, i 6= p,

Qp,p
p (B) = 1.

14



Since the random variables Θ1(B), ...,Θd(B) are independent Θ(B) is a Gaussian random
variable. We denote by Q(B) the covariance matrix of Θ(B) and by λ∗(B), λ∗(B) the
smaller and the larger eigenvalues of Q(B). Since this matrix is built with the blocks
Qp(B), p = 1, ..., d we have

λ∗(B) =
d∏

p=1

λ∗,p(B) and λ∗(B) =
d∏

p=1

λ∗p(B)

where λ∗,p(B), λ∗p(B) are the smaller and the larger eigenvalues of Qp(B).
We come now back to our problem. Let η(∆(B)), ψ(∆(B)), ε(∆(B)), µ(∆(B)) be the
quantities defined in (17) with ∆ = ∆(δ,W ) replaced by ∆(B). Then δη(∆(B)) = η(δ,W ).
The same is true for ψ and ε and finally

√
δµ(∆(B)) = µ(δ,W ). So using (19)

Zδ =

d∑

p=1

√
δap(∆

p
p(B) + µp(∆(B))) +

d∑

p=1

∑

i 6=p

δ[a]ip∆
i,p
p (B) + δη(∆) + δψ(∆).

We define now the vector µ(∆(B)) = (µp(∆(B)), µi,j(∆(B) ∈ Rm, i 6= j) by µi,j(∆(B)) =
0 and then we may write the above decomposition in matrix notation

Zδ = Aδ(Θ(B) + µ(∆(B))) + δη(Θ(B)) + δψ(∆(B)) (28)

= y + .AδΘ(B) + ηδ(Θ(B))

with
y = Aδµ(∆(B)) + δψ(∆(B)), ηδ(θ) = δη(θ).

Step 2. Localization. We take

ε ≤ λ∗(A)

C1a
2 (29)

where C1 is an universal constant to be chosen in the sequel. For each p = 1, ..., d we
define the sets

Λρ,ε,p =
{
detQp(B) ≥ ερ, sup

p−1≤t≤p

∑

j 6=p

∣∣Bj
t −Bj

p−1

∣∣ ≤ ε−ρ, qp(B) ≤ ε
}

with

qp(B) =
∑

j 6=p

∣∣Bj
p −Bj

p−1

∣∣ +
∑

j 6=p,i 6=p

∣∣∣∣
∫ p

p−1

(Bj
s − Bj

i−1)dB
i
s

∣∣∣∣ .

By (61) in Appendix 3 we may find some constants c and ε∗ depending on d and ρ only
such that

P (Λρ,ε,p) ≥ cε
1
2
d(d+1) for ε ≤ ε∗ (30)

And using the independence we obtain

P
(
∩dp=1 Λρ,ε,p

)
≥ cd × ε 1

2
d2(d+1). (31)
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On the set ∩dp=1Λρ,ε,p we have detQp(B) ≥ ερ so that detQ(B) ≥ εdρ. We also have

λ∗(B) ≤ ε−ρ and this gives λ∗(B) ≥ εd
2ρ. And we also have detQ(B) ≤ ε−dρ so

∩dp=1 Λρ,ε,p ⊂
{
detQ(B) ≤ ε−dρ, λ∗(B) ≥ εd

2ρ,
d∑

p=1

qp(B) ≤ dε
}

(32)

Step 3. Inverse function theorem. We will use (55) with G = Zδ so we have to esti-
mate the parameters associated to ηδ and Aδ. Notice first that λ∗(Aδ) ≥ δ2λ∗(A), c3,ηδ = 0
and c2,ηδ ≤ C2aδ. So the first inequality in (54) reads

r ≤ λ
1/2
∗ (A)

C2a
≤ λ

1/2
∗ (Aδ)

16(c2,ηδ + c3,ηδ)
.

And this is verified by our hypothesis. Moreover

c∗(ηδ, r) ≤ C3a(|θ|+
d∑

p=1

|εp(∆(B))|) ≤ C4a(r +

d∑

p=1

qp(B)) ≤ C4a(
λ
1/2
∗ (A)

C2a
+ dε).

If we choose C1 in (29) sufficiently large and C2 large also we obtain c∗(ηδ, r) ≤ 1
2
which is

the second restriction in (54). Let pG,Zδ
(z) be the density of Zδ conditionally to G. Then,

using (55), if |z − y|Aδ
≤ r ≤ 1 we obtain

pG,Zδ
(z) ≥ (4λ∗(B))(m−n)/2

(8π)m/2
√

detQ(B)
√

detAδA∗
δ

exp(− 1

4λ∗(Q(B))
|z − y|2Aδ

)

≥ εd
3ρ

(8π)m/2
√

detAδA∗
δ

exp(− 1

4εd2ρ
)

the second inequality being true on ∩dp=1Λρ,ε,p. On this set we also have

|µ(∆(B))|+ |ψ(∆(B))| ≤ C5a
d∑

p=1

qp(B) ≤ C6aε

so that

|y|Aδ
≤ |Aδµ(∆(B))|Aδ

+ δ |ψ(∆(B))|Aδ
≤ |µ(∆(B))|+ 1√

λ∗(A)
|ψ(∆(B))|

≤ C7a√
λ∗(A)

ε ≤ r

2
.

So, if |z|Aδ
≤ r

2
then |z − y|Aδ

≤ r. It follows that

PG(|Zδ|Aδ
≤ r

2
) =

∫

{|z|Aδ
≤ r

2
}
pG,Zδ

(z)dz ≥ εd
3ρ

(8π)m/2
exp(− 1

4εd2ρ
)

∫

{|z|Aδ
≤ r

2
}

1√
detAδA∗

δ

dz

=
εd

3ρ

(8π)m/2
exp(− 1

4εd2ρ
)× rm

2m
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the last equality being obtained by a change of variable. Finally using (31)

P (|Zδ|Aδ
≤ r

2
) ≥ P (PG(|Zδ|Aδ

≤ r),∩dp=1Λρ,ε,p) ≥
rmε2d

3

C8

exp(− 1

4εd2ρ
).

We replace now ε by the expression in the RHS of (29) and we obtain (27). �

Corollary 13 Suppose that λ∗(A) > 0. Let ρ ∈ (0, 1) be fixed. There exists some universal
constant C (depending on d and on ρ only) such that for every r, R > 0 the following holds.
Suppose that

δ ≤ rR

C ln 1
r

(
r ∧

√
λ∗(A)

a

)
× λdρ∗ (A)

a2dλ
. (33)

Then

P (sup
t≤δ
|Zt|AR

≤ r, |Zδ|Aδ
≤ r) ≥ rm

2C∗
exp(−C∗a

2dρ

λdλ∗ (A)
) (34)

with C∗ the constant from (27).

Proof. We use (24) and (27) in order to obtain

P (sup
t≤δ
|Zt|AR

≤ r, |Zδ|Aδ
≤ r) ≥ P (|Zδ|Aδ

≤ r)− P (sup
t≤δ
|Zt|AR

> r)

≥ rm

C3
exp(−C3a

2dρ

λdλ∗ (A)
)− exp(− rR

C0δ

(
r ∧

√
λ∗(A)

a

)
)

≥ rm

2C3
exp(−C3a

2dρ

λdλ∗ (A)
)

the last inequality being a consequence of our restriction on δ.�

4 Diffusion processes

4.1 Short time behavior

We consider the diffusion process Xt solution of (1) and the skeleton xt = xt(φ) solution
of (3) and we give for them an estimate which is analogous to (34). Using a development
in stochastic Taylor series of order two we write

Xt = X0 + Zt + b(0, X0)t+Rt

where Zt is defined in (16) with ai = σi(0, X0), ai,j = ∂σi
σj(0, X0) so that [a]i,j =

[σi, σj](0, X0), and

Rt =

d∑

j,i=1

∫ t

0

∫ s

0

(∂σi
σj(u,Xu)− ∂σi

σj(0, X0)) ◦ dW i
u ◦ dW j

s

+

d∑

i=1

∫ t

0

∫ s

0

∂bσi(u,Xu)du ◦ dW i
s +

d∑

i=1

∫ t

0

∫ s

0

∂uσj(u,Xu)du ◦ dW i
s

+

d∑

i=1

∫ t

0

∫ s

0

∂σi
b(u,Xu) ◦ dW i

uds+

∫ t

0

∫ s

0

∂bb(u,Xu)duds.

17



We denote

A(t, x) = (σi(t, x), [σj , σp](t, x))i,j,p=1,...,d,j 6=p and

Aδ(t, x) = (
√
δσi(t, x), [

√
δσj ,
√
δσp](t, x))i,j,p=1,...,d,j 6=p.

In particular λ∗(A(t, x)) = λ(t, x).

We will need the following estimate for the skeleton xt = xt(φ) as in (3). And for
φ ∈ L2([0, T ], Rd), we set

εφ(δ) =
(∫ δ

0

|φs|2 ds
)1/2

. (35)

Lemma 14 Let δ be such that εφ(δ) +
√
δ ≤ 1, δ < 1

4n(0,x0)
and

n(0, x0)(εφ(δ) +
√
δ) +

√
δ ≤

√
λ(0, x0)

8d3n2(0, x0)
. (36)

Then for every 0 ≤ t ≤ δ and z ∈ Rn,

|z|2Aδ(0,x0)
≤ 4 |z|2Aδ(t,xt)

≤ 16 |z|2Aδ(0,x0)
. (37)

Moreover,

sup
t≤δ
|xt − x0 − b(0, x0)t|Aδ(0,x0)

≤ 4εφ(δ) +
1

n(0, x0)
δ. (38)

Proof. First, one has xs ∈ B(x0, 1) for every s ≤ δ. In fact, setting τ = inf{t > 0 :
|xt − x0| > 1}, for s ≤ δ ∧ τ one has

∣∣xs − x0
∣∣ ≤ n(0, x0)

√
δ(εφ(δ) +

√
δ) ≤ 1

2

because εφ(δ) +
√
δ ≤ 1 and δ < 1

4n(0,x0)
. This gives s < τ . This means that δ < τ , so

that |xs − x0| < 1 for every s ≤ δ. Moreover, by using (36),

|xs − x0|+ |s| ≤ n(0, x0)
√
δ(εφ(δ) +

√
δ) + δ ≤

√
λ(0, x0))

8d3n2(0, x0)
×
√
δ. (39)

Now, (37) follows immediately from Proposition 27 in Appendix 4 (see page 36).
We prove now (38). For t ≤ δ, we write now

Jt := xt − x0 − b(0, x0)t =
∫ t

0

(∂sxs − b(s, xs))ds+
∫ t

0

(b(s, xs)− b(0, x0))ds.

By using inequality (65) in Lemma 25 from Appendix 4 (see page 33), we get

|Jt|2Aδ(0,x0)
≤ 2t

∫ t

0

|∂sxs − b(s, xs)|2Aδ(0,x0)
ds+ 2t

∫ t

0

|b(s, xs)− b(0, x0)|2Aδ(0,x0)
ds

=: I ′t + I ′′t

18



As for I ′t, we use (37): for s ≤ t ≤ δ we have

|∂sxs − b(s, xs)|2Aδ(0,x0)
≤ 4|∂sxs − b(s, xs)|2Aδ(s,xs).

Moreover, we can write

∂sxs − b(s, xs) =
d∑

j=1

σj(s, xs)φj(s) = Aδ(s, xs)ψ(s), with ψj(s) =
1√
δ
φj, ψi,j(s) = 0

so that

|∂sxs − b(s, xs)|Aδ(s,xs)
= |Aδ(s, xs)ψ(s)|Aδ(s,xs)

≤ |ψ(s)| = 1√
δ
|φ(s)| .

Then, for t ≤ δ we can write

I ′t ≤ 8δ

∫ δ

0

|∂sxs − b(s, xs)|2Aδ(s,xs)
ds ≤ 8

∫ δ

0

|φ(s)|2 ds = 8εφ(δ)
2.

We estimate now I ′′t : by using (39),

I ′′t ≤ 2δ

∫ δ

0

1

λ∗(Aδ(0, x0))
|b(s, xs)− b(0, x0)|2ds

≤ 2
n2(0, x0)

λ(0, x0)

∫ t

0

(|s|+ |xs − x0|)2ds ≤
1

n2(0, x0)
× δ2.

By inserting the estimates for I ′t and I
′′
t , we get

sup
t≤δ
|Jt|Aδ(0,x0) ≤

(
8εφ(δ)

2 +
1

n2(0, x0)
δ2
)1/2
≤ 4εφ(δ) +

1

n(0, x0)
δ.

�

The main estimate in this section is the following proposition.

Proposition 15 Let (9) hold and let ρ ∈ (0, 1) be fixed. Then there exist some universal
constants C1, C2 (depending on d and ρ only) such that the following holds. Let 0 < δ ≤
R ≤ 1 and r ∈ (0, 1) be such that

εφ(δ) ≤
r ∧

√
λ(0, x0)

C1n3(0, x0)
, δ ≤ r5R

C1

× λ1+3dρ(0, x0)

n6+6dρ(0, x0)
(40)

and suppose that

|X0 − x0|Aδ(0,x0)
≤ r

8
. (41)

Then

P
(
sup
t≤δ
|Xt − xt|AR(t,xt)

≤ 2r, |Xδ − xδ|Aδ(δ,xδ)
≤ r
)
≥ rm

C2
exp

(
− C2n

2dρ(0, x0)

λdρ(0, x0)

)
. (42)
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Proof. For t ≤ δ, by using (37) we obtain

|Xt − xt|Aδ(t,xt)
≤ 4 |Xt − xt|Aδ(0,x0)

≤ 4

6∑

j=1

|Ij|Aδ(0,x0)

with

I1 = X0 − x0, I2 = Zt, I3 = Rt

I4 = xt − x0 − b(0, x0)t, I5 = (b(0, X0)− b(0, x0))t,

We have to estimate the above terms for t ≤ δ. First

|I5|Aδ(0,x0)
≤ n(0, x0)√

λ(0, x0)
|X0 − x0| ≤

n2(0, x0)√
λ(0, x0)

|X0 − x0|Aδ(0,x0)
×
√
δ ≤ r

8

and by (38)

|I4|Aδ(0,x0)
≤ 4εφ(δ) +

1

n(0, x0)
δ ≤ r

8

And by our assumption |I1|Aδ(0,x0)
≤ r

8
. So we have

|Xt − xt|Aδ(t,xt)
≤ r

2
+ 4(|Zt|Aδ(0,x0)

+ |Rt|Aδ(0,x0)
).

Since R ≥ δ, by (62) in Lemma 25 from Appendix 4 (see page 33) we have |y|AR(0,x0)
≤

|y|Aδ(0,x0)
so |Ii|AR(0,x0)

≤ r
8
for i = 1, 4, 5. And this gives

|Xt − xt|AR(t,xt)
≤ r

2
+ 4(|Zt|AR(0,x0)

+ |Rt|AR(0,x0)
).

Using the above inequalities we easily obtain

P
(
sup
t≤δ
|Xt − xt|AR(t,xt)

≤ 2r, |Xδ − xδ|Aδ(δ,xδ)
≤ r
)

≥ P
(
sup
t≤δ
|Zt|AR(0,x0)

+ sup
t≤δ
|Rt|AR(0,x0)

≤ r

4
, |Zδ|Aδ(0,x0)

+ |Rδ|Aδ(0,x0)
≤ r

8

)

≥ P
(
sup
t≤δ
|Zt|AR(0,x0)

≤ r

8
, |Zδ|Aδ(0,x0)

≤ r

16

)
− P

(
sup
t≤δ
|Rt|Aδ(0,x0)

>
r

8

)
.

We upper bound now the last term. First, using the norms inequalities

P
(
sup
t≤δ
|Rt|Aδ(0,x0)

>
r

8

)
≤ P

(
sup
t≤δ
|Rt| > K

)

with K =
rδ
√

λ(0,x0)

8
. We define now τ = inf{t : |Xt −X0| ≥ 1

2
). Using the norms inequal-

ties, (40) and (41) we obtain |x0 −X0| ≤ 1
2
so that for t ≤ τ we have |Xt − x0| ≤ 1. It

follows that up to τ the diffusion process X coincides with a diffusion process X which
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has the coefficients and their derivatives up to order three bounded by n(x0). We denote
by R the reminder in which X is replace with X and we write

P
(
sup
t≤δ
|Rt| > K

)
≤ P

(
sup
t≤δ

∣∣Rt

∣∣ > K
)
+ P (τ ≤ δ).

Since τ = τ := inf{t :
∣∣X t −X0

∣∣ ≥ 1
2
) a standard reasoning based on Bernstin’s inequality

gives P (τ ≤ δ) = P (τ ≤ δ) ≤ exp(−1/Cδn2(x0)).
In order to estimate the last first we use (43) from the Appendix 1 (see Lemma 18 at page
24) with k = 3, p3 =

2
3
and with k = 1, p1 = 2, and K = rδ

4

√
λ(0, x0). A straightforward

computation gives

P
(
sup
t≤δ

∣∣Rt

∣∣ > rδ
√
λ(0, x0)

8

)
≤ C exp

(
− r2λ(0, x0)

Cδn4(0, x0)

)
+ C exp

(
− r2/3λ1/3(0, x0)

Cδ1/3n2(0, x0)

)

≤ C exp
(
− r2/3λ1/3(0, x0)

Cδ1/3n2(0, x0)

)

the last inequality being a consequence of (40).
Using (34)

P
(
sup
t≤δ
|Zt|AR(0,x0)

≤ r

8
, |Zδ|Aδ(0,x0)

≤ r

16

)
≥ rm

2C∗
exp

(
− C∗n

2dλ(0, x0)

λdλ(0, x0)

)

with C∗ the universal constant in (34). Our assumption on δ gives

C exp
(
− r2/3λ1/3(0, x0)

Cδ1/3n2(0, x0)

)
≤ 1

2
× rm

2C∗
exp

(
− C∗n

2dρ(0, x0)

λdλ(0, x0)

)

so we have proved that

P
(
sup
t≤δ
|Xt − xt|AR(t,xt)

≤ 2r, |Xδ − xδ|Aδ(δ,xδ)
≤ r
)
≥ rm

4C∗
exp

(
− C∗n

2dρ(0, x0)

λdλ(0, x0)

)
.

�

4.2 Chain argument

We recall that, by the hypothesis (9) we have some functions λ, n ∈ L(µ, h) such that
λ(t) ≤ 1∧λ(t, xt) and nt ≥ 1∨n(t, xt) such that λ, n ∈ L(µ, h) for some h > 0 and µ ≥ 1.
We also consider some R, r, ρ ∈ (0, 1) and we define (with C1 the constant in (40))

fh(t) =
2

h
+
C1(ln

1
r
)3n6+4dρ

t

Rr2λ1+dρ
t

+
C2

1n
6
t

r2 ∧ λt
|φt|2 .

Notice that, if dρ ≤ 1
5
then fh ∈ L(µ8, h). We define

δ(t) = inf
{
δ > 0 :

∫ t+δ

t

fh(s)ds ≥
1

µ8

}
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Lemma 16 i) One has

δ(t) ≤ h

2
∧ Rr2tλ

1+dρ
t

C1(ln
1
r
)3n6+4dρ

t

, εφ(δ(t)) ≤
r ∧ λ1/2t

C1n3
t

.

ii) If |t− t′| ≤ δ(t) then

1

4µ16
|y|Aδ(t)(t,xt)

≤ |y|Aδ(t′)(t
′,xt′)
≤ 4µ8 |y|Aδ(t)(t,xt)

.

Proof. i) Since
∫ t+h/2

t
2
h
ds = 1 ≥ 1/µ8 we have δ(t) ≤ 1

2
h. So we may use the properties

L(µ, h) for t ≤ s ≤ t + δ(t). Consequently, for 0 < δ ≤ δ(t)

1

µ8
≥
∫ t+δ

t

C1(ln
1
r
)3n6+4dρ

s

Rr2λ1+dρ
s

ds ≥ 1

µ8
× C1(ln

1
r
)3n6+4dρ

t

Rr2λ1+dρ
t

× δ

which gives

δ(t) ≤ Rr2λ1+dρ
t

C1(ln
1
r
)3n6+4dρ

t

.

We also have

1

µ8
≥
∫ t+δ

t

C2
1n

6
s

r2 ∧ λs
|φs|2 ds ≥

1

µ8
× C2

1n
6
t

r2 ∧ λt

∫ t+δ

t

|φs|2 ds

so that

ε2φ(t) ≤
r2 ∧ λt
C2

1n
6
t

.

This proves i).
ii) We use here next Proposition 27 from Appendix 4 (see page 36).

If |t− t′| ≤ δ(t), then |xt − xt′ | ≤ δ1/2(t)(dεφ(δ(t)) + δ1/2(t))nt so (73) is verified and we
may use (74) to obtain

1

4
|y|Aδ(t)(t,xt)

≤ |y|Aδ(t)(t′,xt′)
≤ 4 |y|Aδ(t)(t,xt)

.

It remains to compare |y|Aδ(t)(t,xt)
with |y|Aδ(t′)(t,xt)

. Since δ(t′) ≤ 1
2
h and |t− t′| ≤ 1

2
h we

have |t− s| ≤ h for every s ∈ (t′, t′ + δ(t′). We use the property L(µ8, h) for fh and we
obtain

µ8fh(t)δ(t) ≥
∫ t+δ(t)

t

fh(s)ds =
1

µ8
=

∫ t′+δ(t′)

t′
fh(s)ds ≥ µ−8fh(t)δ(t

′).

So (δ(t)/δ(t′))1/2 ≥ µ−8. Suppose now that δ(t) ≤ δ(t′). We use then (21) and we obtain

1

µ16
|y|Aδ(t)(t,xt)

≤ |y|Aδ(t′)(t,xt)
≤ 1

µ8
|y|Aδ(t)(t,xt)

.

�
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We construct now a time grid in the following way. We put t0 = 0 and

tk = tk−1 + δ(tk−1)

and we denote

Θk =
{

sup
tk−1≤t≤tk

|Xt − xt|AR(t,xt)
≤ r
}
, Γk =

{
|Xtk − xtk |Aδ(tk)

(tk ,xtk
) ≤

r

8

}
.

Proposition 17 i) Suppose that (9) holds and let R, r ∈ (0, 1) and ρ ∈ (0, 1
5d
). There

exists a universal constant C (depending on d and on ρ) such that

P
(
∩ki=1 Θi ∩ Γi

)
≥ P

(
∩k−1
i=1 Θi ∩ Γi

)
exp

(
−
Cn2dρ

tk−1

λdρtk−1

)
.

ii) Moreover there exists an universal constant C such that

P
(

sup
0≤s≤T

|Xs − xs|AR(s,x(s)) ≤ r
)
≥ exp

(
− Cµ9

∫ T

0

fh(t)
n2dρ
s

λdρt
dt
)

≥ exp
(
− Cµ9

(T
h
+

1

r2

∫ T

0

n6+6dρ
t

λ1+2dρ
t

((ln 1
r
)3

R
+ |φt|2

)
dt
))
.

Proof i) Let

Γ̃k =
{
|Xtk − xtk |Aδ(tk−1)

(tk−1,xtk−1
) ≤

1

32µ8
r
}
.

Using ii) from the previous lemma we obtain Γ̃k ⊂ Γk so by (42)

Ptk−1
(Θk ∩ Γk) ≥ Ptk−1

(Θk ∩ Γ̃k) ≥ exp
(
− C

n2dρ
tk−1

(x0)

λdρtk−1
(A(x0))

)
.

The above inequality holds if
∣∣Xtk−1

− xtk−1

∣∣
Aδ(tk−1)

(tk−1,xtk−1
)
≤ r

8
and this is true on the

set Γk−1.
ii) Let NT = min{k : tk > T}. Since X0 = x0 we may use the recursively the inequality
from i) and we obtain

P
(
sup
t≤T
|Xt − xt|AR(xt)

≤ r
)
≥ P

(
∩NT

i=1 Θi ∩ Γi

)
≥ exp

(
− C

NT∑

k=1

n2dρ
tk−1

λdρtk−1

)
.

We write

∫ T

0

fh(s)
n2dρ
s

λdρs
ds ≥

NT−1∑

i=1

∫ ti

ti−1

fh(s)
n2dρ
s

λdρs
ds ≥ 1

µ3dρ

NT−1∑

i=1

n2dρ
ti−1

λdρti−1

∫ ti

ti−1

fh(s)ds

=
1

µ8+3dρ

NT−1∑

i=1

n2dρ
ti−1

λdρti−1

the last equality being a consequence of the definition of δ(tk). �
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5 Appendix 1. Exponential decay for multiple sto-

chastic integrals

In this section W = (W 1, ...,W d) is a standard Brownian motion and α = (α1, ..., αk) ∈
{1, ..., d}k denotes a multi index. We use the notation α = (α1, ..., αk−1). We consider an
adapted and bounded stochastic process a and we denote by ‖a‖∞ a constant such that
supt≤T |a(t, ω)| ≤ ‖a‖∞ almost surely. Then we define the iterated stochastic integrals

I0(a,W )(t) = a(t), Iαk (a,W )(t) =

∫ t

0

Iαk−1(a,W )(s)dW αk
s .

Lemma 18 There exist some universal constants Ck, C
′
k such that for each T,K ≥ 0 and

every multi-index α = (α1, ..., αk) one has

P
(
sup
t≤T
|Iαk (a,W )(t)| ≥ K

)
≤ Ck exp

(
− C ′

k

( K

T k/2 ‖a‖∞

)pk)
(43)

with

p1 = 2, pk+1 =
2pk

2 + pk
.

Proof. We assume that ‖a‖∞ = 1 almost surely (if not we normalize with ‖a‖∞) and
T = 1 (if not we use a scaling argument). We proceed by recurrence. We take some Q ≥ 0
and we write

P (sup
t≤1
|Iαk (a,W )(t)| ≥ K) ≤ I + J with

I = P (sup
t≤1
|Iαk (a,W )(t)| ≥ K, sup

t≤1

∣∣Iαk−1(a,W )(t)
∣∣ ≤ Q)

J = P (sup
t≤1

∣∣Iαk−1(a,W )(t)
∣∣ ≥ Q).

Using the recurrence hypothesis

J ≤ Ck−1 exp(−C ′
k−1Q

pk−1).

We set h(t) =
∫ t

0

∣∣Iαk−1(a,W )(s)
∣∣2 ds and we write Iαk (a,W )(t) = b(ht) where b is a stan-

dard Brownian motion. So, we obtain

I ≤ P (sup
t≤h1

|b(t)| ≥ K, h(1) ≤ Q2) ≤ P ( sup
t≤Q2

|b(t)| ≥ K) ≤ C exp(−C
′K2

Q2
).

We choose Q solution of Qpk−1 = K2/Q2 that is Q = K
2

2+pk−1 . Then we obtain

P (sup
t≤1
|Iαk (a,W )(t)| ≥ K) ≤ Ck exp(−C ′

kK
2pk−1
2+pk−1 )

with Ck = C ∨ Ck−1, C
′
k = C ′ ∧ C ′

k−1. �
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6 Appendix 2. Small perturbations of Gaussian ran-

dom variables

6.1 The inverse function theorem

We give first a quantitative version of the inverse function theorem. We consider a three
time differentiable function

η : Rd → Rd and Φ(θ) := θ + η(θ).

We assume that

η(0) = 0 and ∇η(0) ≤ 1

2
.

In particular this implies that ∇Φ(0) is invertible and

|∇Φ(0)x|2 ≥ 1

2
|x|2 − |∇η(0)x|2 ≥ 1

2
|x|2 − 1

4
|x|2 = 1

4
|x|2 .

We also have |∇Φ(0)x| ≤
√
3 |x| so

1

2
|x| ≤ |∇Φ(0)x| ≤

√
3 |x| .

We denote

c2(η) = max
i,j=1,d

sup
|x|≤1

∣∣∂2ijη(x)
∣∣ , c3(η) = max

i,j,k=1,d
sup
|x|≤1

∣∣∂3ijkη(x)
∣∣

and we take hη > 0 such that

hη ≤
1

2
and hη ≤

1

4d3(c2(η) + c3(η))
. (44)

Proposition 19 Suppose that η ∈ C3(Rd, Rd), η(0) = 0 and ∇η(0) ≤ 1
2
. Then there

exists a neighborhood V(hη) ⊂ B(0, 2hη) of zero such that Φ : V(hη) → B(0, 1
2
hη) is a

diffeomorphism. In particular, one has

Φ−1 : B
(
0,

1

2
hη

)
→ B(0, 2hη)

and for every y ∈ B(0, 1
2
hη) the following estimates hold:

1

4

∣∣Φ−1(y)
∣∣ ≤ |y| ≤ 4

∣∣Φ−1(y)
∣∣ . (45)

Proof. The existence and the differentiability property of the inverse function Φ−1 in
a neighborhood of the origin is a well known result from the Inverse Function Theorem.
What we aim to prove is that Φ−1 : B(0, 1

2
hη)→ B(0, 2hη) and the estimates in (45).

Since η(0) = 0 we have

η(θ) = ∇η(0)θ +
∫ 1

0

(1− t)
〈
∇2η(tθ)θ, θ

〉
dt
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with ∇2ηk = (∂2ijη
k)i,j=1,d, k = 1, ..., d. So, given y ∈ Rd and recalling that ∇Φ(0) =

I +∇η(0), the equation Φ(θ) = y reads

θ = Uy(θ), with Uy(θ) := (∇Φ(0))−1
(
y −

∫ 1

0

(1− t)
〈
∇2η(tθ)θ, θ

〉
dt
)
.

Recall that 1
2
|x| ≤ |∇Φ(0)x| . Then, for θ1, θ2 ∈ B(0, 2hη) we have

|Uy(θ1)− Uy(θ2)| =

∣∣∣∣(∇Φ(0))
−1

∫ 1

0

(1− t)(
〈
∇2η(tθ1)θ1, θ1

〉
−
〈
∇2η(tθ2)θ2, θ2

〉
)dt

∣∣∣∣

≤ 2

∫ 1

0

(1− t)
∣∣〈∇2η(tθ1)θ1, θ1

〉
−
〈
∇2η(tθ2)θ2, θ2

〉∣∣ dt

≤ 2d3hη
(
c2(η) + c3(η)

)
|θ1 − θ2| ≤

1

2
|θ1 − θ2| ,

so that

|Uy(θ1)− Uy(θ2)| ≤
1

2
|θ1 − θ2| . (46)

Notice also that for y ∈ B(0, 1
2
hη) and θ ∈ B(0, 2hη) the above inequality gives

|Uy(θ)| ≤ |Uy(θ)− Uy(0)|+ |Uy(0)| ≤
1

2
|θ|+ 2 |y| ≤ hη + hη = 2hη. (47)

We define now
θ0 = 0, θk+1 = Uy(θk).

From (47) we know that θk ∈ B(0, 2hη), k ∈ N and consequently

|Uy(θk+1)− Uy(θk)| ≤
1

2
|θk − θk−1| .

So the sequence θk, k ∈ N converges to the solution of the equation θ = Uy(θ), that
is Φ(y) = θ. We have thus proved that for any y ∈ B(0, 1

2
hη) there exists a unique

θ ∈ B(0, 2hη) such that Φ(θ) = y, that is Φ−1 : B(0, 1
2
hη)→ B(0, 2hη) is well defined.

Finally, for y ∈ B(0, 1
2
hη) let θ = Φ−1(y). Then θ = Uy(θ) so, using (47) |θ| = |Uy(θ)| ≤

1
2
|θ|+ 2 |y| which gives |θ| ≤ 4 |y| . Moreover, again by (47),

|θ| = |Uy(θ)| ≥ |Uy(0)| − |Uy(θ)− Uy(0)| ≥
1

2
|y| − 1

2
|θ|

which proves that |θ| ≥ 1
3
|y| ≥ 1

4
|y|. �

Let us consider a more specific variant of the local inversion theorem we will need in next
Section 8. We consider a matrix B ∈ Md×d with columns Bi ∈ Rd, i = 1, ..., d and we
suppose that B is invertible. Then we consider the equation

y = Bθ + r(θ) (48)

where r ∈ C3(Rd, Rd). Our aim is to prove that for small y the above equation has a
unique solution and to obtain some precise estimates for θ and its projection on a suitable
subspace of Rd in terms of y. In order to do it we have to introduce some more notations.
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We fix d′ ∈ {1, ..., d − 1} and we denote d′′ = d− d′. For x = (x1, ..., xd) ∈ Rd we denote
←−x = (x1, ..., xd′) and −→x = (xd′+1, ..., xd). We denote by

←−
B ∈ Md×d′ (respectively by−→

B ∈ Md×d′′) the matrix with columns B1, ..., Bd′ (respectively the matrix with columns
Bd′+1, ..., Bd). Let S = V ect{B1, ..., Bd′). Since B is invertible the columns Bi, i = 1, ..., d
are linearly independent and so dimS = d′. We denote by S⊥ the orthogonal of S by Π

the projection on S and by Π⊥ the projection on S⊥. We define
−→
B⊥ to be the matrix

with columns B⊥
i := Π⊥Bi, i = d′ + 1, ..., d. Since B1, ..., Bd span Rd it follows that

B⊥
i , i = d′ + 1, ..., d span S⊥ which has dimension d′′. So B⊥

i , i = d′ + 1, ..., d are linearly

independent. We conclude that the matrices B∗B,
←−
B ∗←−B ∈ Md′×d′ and

−→
B⊥,∗−→B⊥ ∈

Md′′×d′′ are all invertible, and as usual we denote by λ∗(B), λ∗(
←−
B ) and λ∗(

−→
B⊥) the

smaller eigenvalue of B∗B,
←−
B ∗←−B and

−→
B⊥,∗−→B⊥ respectively.

Theorem 20 We assume that the matrix B is invertible and that r(0) = ∇r(0) = 0. Set
|B|∞ = supi,j=1,...,d |Bij|. Then for every y ∈ Rd such that

|y| < λ∗(B)1/2

4
and |y| < λ∗(B)

8d3(c2(r) + c2(r))
, (49)

the equation (48) has a unique solution θ and

|θ| ≤ 4

λ
1/2
∗ (B)

|y| ,
∣∣∣−→θ
∣∣∣ ≤ |B|∞

λ∗(
−→
B⊥)

∣∣Π⊥y
∣∣+ 16c2(r) |B|∞

λ∗(
−→
B⊥)α∗(B)

|y|2 . (50)

In particular if
∣∣Π⊥y

∣∣ ≤ |Πy| then |y| ≤ 2 |Πy| so

|θ| ≤ 8

λ
1/2
∗ (B)

|Πy| ,
∣∣∣−→θ
∣∣∣ ≤ |B|∞

λ∗(
−→
B⊥)

∣∣Π⊥y
∣∣+ 64c2(r) |B|∞

λ∗(
−→
B⊥)λ∗(B)

|Πy|2 . (51)

Proof. We write the equation (48) as B−1y = θ+B−1r(θ) and we use Proposition 19 with
η(θ) = B−1r(θ). Since ∂αB

−1r(θ) = B−1∂αr(θ) we have c2(η)+ c3(η) ≤ λ∗(B)−1/2(c2(r)+
c3(r)). So our assumption (49) ensures that for some hη fulfilling (44), one has |B−1y| ≤
1
2
hη and we may use Proposition 19 in order to produce the solution θ of our equation.

And moreover, by (45) one has

|θ| ≤ 4
∣∣B−1y

∣∣ ≤ 4

λ
1/2
∗ (B)

|y| .

In particular this proves the first inequality in (50). Using (49) we also have |θ| ≤ 1. Since
r(0) = ∇r(0) = 0 we obtain

|r(θ)| ≤ max
|α|=2

sup
|θ′|≤1

|∂αθ r(θ′)| × |θ|2 = c2(r) |θ|2 ≤
16c2(r)

λ∗(B)
|y|2 .

We multiply our equation with (
−→
B⊥,∗−→B⊥)−1−→B⊥,∗ and we obtain

(
−→
B⊥,∗−→B⊥)−1−→B⊥,∗y =

−→
θ + (

−→
B⊥,∗−→B⊥)−1−→B⊥,∗r(θ).
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Notice that
−→
B⊥,∗y =

−→
B⊥,∗Π⊥y so

∣∣∣(−→B⊥,∗−→B⊥)−1−→B⊥,∗y
∣∣∣ ≤ λ−1

∗ (
−→
B⊥) |B|∞

∣∣Π⊥y
∣∣ and this

gives

∣∣∣
−→
θ
∣∣∣ ≤ λ−1

∗ (
−→
B⊥) |B|∞

∣∣Π⊥y
∣∣+λ−1

∗ (
−→
B⊥) |B|∞ |r(θ)| ≤

|B|∞
λ∗(
−→
B⊥)

∣∣Π⊥y
∣∣+ 16c2(r) |B|∞

λ∗(
−→
B⊥)λ∗(B)

|y|2 .

�

6.2 Estimates of the density

For h > 0 we denote
c∗(η, h) = sup

|x|≤2h

max
i,j

∣∣∂iηj(x)
∣∣ . (52)

Let Θ be a m dimensional centered Gaussian random variable with covariance matrix
Q. We assume that Q is invertible and we denote by λ(Q) and λ(Q)) the lower and
the upper eigenvalue of Q respectively. We also consider a matrix Γ ∈ Mn×m with
n ≤ m and we recall that |x|2Γ = 〈ΓΓ∗x, x〉 , λ∗(Γ) is the smaller eigenvalue of ΓΓ∗ and
BΓ(y, r) = {z : |y − z|Γ < r}.

Lemma 21 Suppose that ΓΓ∗ is invertible. Let η ∈ C3
b (R

m, Rn) such that η(0) = 0. Set

G = y + ΓΘ + η(Θ) (53)

and assume there exists r > 0 such that

r ≤ 1

2
λ∗(Γ)

1/2hη and
c∗(η, 4r)

λ∗(Γ)1/2
≤ 1

2m
, (54)

hη being defined in (44). Then the law of G has a density pG on BΓ(y, r) and for z ∈
BΓ(y, r) one has

pG(z) ≥
λ(Q)(m−n)/2

πn/2 8m/2 2(m−n)/2 (detQ det ΓΓ∗)1/2
exp

(
− 2

λ(Q)
|z − y|2Γ

)
(55)

pG(z) ≤
λ(Q)(m−n)/2 8(m−n)/2 2m/2

πn/2 (detQ det ΓΓ∗)1/2
exp

(
− 1

8 λ(Q)
|z − y|2Γ

)
(56)

In particular, (55) and (56) imply that, for z ∈ BΓ(y, r),

( λ(Q)

16 λ(Q)

)m/2

pN(y, 1
4
λ(Q)ΓΓ∗)(z) ≤ pG(z) ≤

(16 λ(Q)
λ(Q)

)m/2

pN(y,4λ(Q)ΓΓ∗)(z)

where pN(y,BB∗) denotes the Gaussian density with mean y and covariance matrix BB∗.

Proof. Step 1. We assume first that n = m, y = 0 and Γ is the identity matrix. We
denote Φ(θ) = θ+η(θ), so that Φ(Θ) = G. Let f : Rm → R be a non negative measurable
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function with the support included in the (Euclidian) ball B(0, r), with r fulfilling (54).
Using a change of variable and Proposition 19, we obtain

E(f(Φ(Θ))) =

∫

{θ∈Φ−1(B(0,r))}
f(Φ(θ))

1

(2π)m/2(detQ)1/2
exp(−1

2

〈
Q−1θ, θ

〉
)dθ

=

∫

B(0,r)

f(z) pΦ(Θ)(z) dz,

where we have set, for z ∈ B(0, r),

pΦ(Θ)(z) =
1

(2π)m/2 |det∇Φ(Φ−1(z))| (detQ)1/2 exp(−1
2

〈
Q−1Φ−1(z),Φ−1(z)

〉
)

Since r ≤ hη, if z ∈ B(0, r) one has θ = Φ−1(z) ∈ B(0, 4r) and for x ∈ B(0, 4r) we have

1

2
|x|2 ≤ (1−mc∗(η, hη)) |x|2 ≤ |〈∇Φ(θ)x, x〉| ≤ (1 +mc∗(η, hη)) |x|2 ≤ 2 |x|2 ,

because c∗(η, 4r) ≤ 1
2m

. Therefore, if z ∈ B(0, r) then

2−m ≤
∣∣det∇Φ(Φ−1(z))

∣∣ ≤ 2m.

Moreover, using (45) we obtain

〈
Q−1Φ−1(z),Φ−1(z)

〉
≤ 1

λ(Q)

∣∣Φ−1(z)
∣∣2 ≤ 4

λ(Q)
|z|2 and

〈
Q−1Φ−1(z),Φ−1(z)

〉
≥ 1

λ(Q)

∣∣Φ−1(z)
∣∣2 ≥ 1

4λ(Q)
|z|2

So, as z ∈ B(0, r) we get

1

(8π)m/2
√
detQ

exp(− 2

λ(Q)
|z|2) ≤ pΦ(Θ)(z) ≤

2m/2

πm/2
√
detQ

exp(− 1

8λ(Q)
|z|2) (57)

Step 2. We still assume that n = m but now y and Γ are general, with Γ invertible. We
write G = y +Γ(θ + ηΓ(θ)) with ηΓ(θ) = Γ−1η(θ) and denote ΦΓ(θ) = θ + ηΓ(θ). One has
c2(ηΓ) + c3(ηΓ) ≤ λ∗(Γ)

−1/2(c2(η) + c3(η)), so that hηΓ ≥ λ∗(Γ)
1/2hη and then (54) gives

r ≤ 1
2
hηΓ . Moreover, since c∗(ηΓ, 4r) ≤ λ∗(Γ)

−1/2c∗(η, 4r), (54) gives also c∗(ηΓ, 4r) ≤ 1
2m

.
And since |Γx|Γ = |x|, one has G ∈ BΓ(y, r) iff ΦΓ(Θ) ∈ B(0, r). Then by a change of
variable, for z ∈ BΓ(y, r) we have

pG(z) =
1

|det Γ|pΦΓ(Θ)(Γ
−1(z − y)).

Since |Γ−1(z − y)| = |z − y|Γ we use (57) and we obtain

pG(z) ≥
1

(8π)m/2
√
detQ |det Γ| exp(−

2

λ(Q)
|z − y|2Γ)

pG(z) ≤
2m/2

πm/2
√
detQ |det Γ| exp(−

1

8λ(Q)
|z − y|2Γ).

29



Step 3. Now we allow n to be strictly smaller than m. Since ΓΓ∗ is invertible the lines
Γ1, ...,Γn ∈ Rm of Γ are linearly independent. We denote S = V ect{Γ1, ...,Γn} and
we take Γn+1, ...,Γm to be an orthonormal basis in the orthogonal of S. Then we define
Γ̃ ∈Mm×m to be the matrix with lines Γ1, ...,Γn,Γn+1, ...,Γm and we notice that

Γ̃Γ̃∗ =

(
ΓΓ∗ 0
0 Im−n

)

where Im−n ∈ M(m−n)×(m−n) is the identity matrix. In particular det Γ̃ =
√
det ΓΓ∗ and

for z = (z1, z2), z1 ∈ Rn, z2 ∈ Rm−n we have |z|2Γ̃ = |z1|2Γ + |z2|2 . Moreover, for y ∈ Rn

we denote ỹ = (y, 0) and we also set η̃(θ) = (η(θ), 0). So, we define H = ỹ + Γ̃Θ + η̃(Θ),
and we notice that hη̃ = hη and c∗(η̃, 4r) = c∗(η, 4r). For the density of H = (H1, H2)
we can use the estimate from the previous step. Notice that since H2 is an orthogonal
transformation of a Gaussian random variable, one easily gets that the estimates hold for
(z, u) ∈ Rm such that z ∈ B(0, r) and u ∈ Rm−n. Now, since H1 = G we obtain

pG(z) =

∫

Rm−n

pH(z, u)du

≥
∫

Rm−n

1

(8π)d/2
√
detQ

∣∣∣det Γ̃
∣∣∣
exp(− 2

λ(Q)

(
|z − y|2Γ + |u|

2
)
du

=
(4λ∗(Q))

1
2
(m−n)

(8π)m/2
√
detQ

√
|det ΓΓ∗|

exp
(
− 2

λ(Q)
|z − y|2Γ

)
.

The proof of the other inequality is the same. �

7 Appendix 3. Support Property

In this section we prove (30). Let B = (B1, ..., Bd−1) be a standard Brownian motion. We
consider the analogues of the covariance matrix Qi(B) considered in the previous sections:
we define a symmetric square matrix of dimension d× d by

Qd,d = 1, Qd,j = Qj,d =

∫ 1

0

Bj
sds, j = 1, ..., d− 1,

Qj,p = Qp,j =

∫ 1

0

Bj
sB

p
sds, j, p = 1, ..., d− 1

and we denote by λ(Q) (respectively by λ(Q)) the lower (respectively larger) eigenvalue
of Q.
For a measurable function g : [0, 1]→ Rd−1 we denote

αg(ξ) = ξd +

∫ 1

0

〈gs, ξ∗〉 ds, βg(ξ) =

∫ 1

0

〈gs, ξ∗〉2 ds−
(∫ 1

0

〈gs, ξ∗〉 ds
)2

with

ξ = (ξ1, ..., ξd) ∈ Rd and ξ∗ = (ξ1, ..., ξd−1).

We need the following two preliminary lemmas.
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Lemma 22 With g(s) = Bs, s ∈ [0, 1] we have

〈Qξ, ξ〉 = α2
B(ξ) + βB(ξ).

As a consequence, one has

λ(Q) = inf
|ξ|=1

(α2
B(ξ) + βB(ξ)) and λ(Q) ≤ sup

|ξ|=1

(α2
B(ξ) + βB(ξ)) ≤

(
1 + sup

t≤1
|Bt|

)2
.

Taking ξ∗ = 0 and ξd = 1 we obtain 〈Qξ, ξ〉 = 1 so that λ(Q) ≤ 1 ≤ λ(Q).

Proof. By direct computation

〈Qξ, ξ〉 = ξ2d + 2ξd

∫ 1

0

〈Bs, ξ∗〉 ds+
(∫ 1

0

〈Bs, ξ∗〉 ds)
)2

+

∫ 1

0

〈Bs, ξ∗〉2 ds−
(∫ 1

0

〈Bs, ξ∗〉 ds
)2

=

(
ξd +

∫ 1

0

〈Bs, ξ∗〉 ds
)2

+

∫ 1

0

〈Bs, ξ∗〉2 ds−
(∫ 1

0

〈Bs, ξ∗〉 ds
)2

.

The remaining statements follow straightforwardly. �

Proposition 23 For each p ≥ 1 one has

E(|detQ|−p) ≤ Cp,d <∞ (58)

where Cp,d is a constant depending on p, d only.

Proof. By Lemma 7-29, pg 92 in [6], for every p ∈ (0,∞) one has

1

|detQ|p ≤
1

Γ(p)

∫

Rd

|ξ|d(2p−1) e−〈Qξ,ξ〉dξ.

Let θ(ξ∗) :=
∫ 1

0
〈Bs, ξ∗〉 ds. Using the previous lemma

∫

Rd

|ξ|d(2p−1) e−〈Qξ,ξ〉dξ =

∫

Rd

(ξ2d + |ξ∗|2)d(2p−1)/2e−(ξd+θ(ξ∗))2−βB(ξ∗)dξ

≤ C

∫

Rd−1

((1 + θ2(ξ∗))
d(2p−1)/2 + |ξ∗|d(2p−1))e−βB(ξ∗)dξ∗

≤ C

∫

Rd−1

sup
t≤1

1 ∨ |Bt|d(2p−1) (1 + |ξ∗|d(2p−1)+1)e−βB(ξ∗)dξ∗.

We integrate and we use Schwartz inequality in order to obtain

E
( 1

|detQ|p
)
≤ C + C

∫

{|ξ∗|≥1}
(E((1 + |ξ∗|d(2p−1)+1)2e−2βB(ξ∗)))1/2dξ∗.
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For each fixed ξ∗ the process bξ∗(t) := |ξ∗|−1 〈Bt, ξ∗〉 is a standard Brownian motion and

βB(ξ∗) = |ξ∗|2
∫ 1

0
(bξ∗(t) −

∫ 1

0
bξ∗(s)ds)

2dt =: |ξ∗|2 Vξ∗ where Vξ∗ is the variance of bξ∗ with
respect to the time. Then it is proved in [9] (see (1.f), p. 183) that

E(e−2βB(ξ∗)) = E(e−2|ξ∗|2Vξ∗ ) =
2 |ξ∗|2

sinh 2 |ξ∗|2
.

We insert this in the previous inequality and we obtain E(|detQ|−p) <∞. �
We are now able to give the main result in this section. We define

q(B) =
d−1∑

i=1

∣∣Bi
1

∣∣ +
∑

j 6=p

∣∣∣∣
∫ 1

0

Bj
sdB

p
s

∣∣∣∣ (59)

and for ε, ρ > 0 de denote

Λρ,ε(B) = {detQ(B) ≥ ερ, sup
t≤1
|Bt| ≤ ε−ρ, q(B) ≤ ε}. (60)

Proposition 24 There exist some universal constants cρ,d, ερ,d ∈ (0, 1) (depending on ρ
and d only) such that for every ε ∈ (0, ερ,d) one has

P (Λρ,ε(B)) ≥ cρ,d × ε
1
2
d(d+1). (61)

Proof. Using the previous proposition and Chebyshev’s inequality we get

P (detQ < ερ) ≤ εpρE |detQ|−p ≤ Cp,dε
pρ and P (sup

t≤1
|Bt| > ε−ρ) ≤ exp(− 1

Cε2ρ
).

Let q′(B) =
∑d−1

i=1 |Bi
1| +

∑
j<p

∣∣∣
∫ 1

0
Bj

sdB
p
s

∣∣∣ . Since
∣∣∣
∫ 1

0
Bj

sdB
p
s

∣∣∣ ≤
∣∣Bj

1

∣∣ |Bp
1 | +

∣∣∣
∫ 1

0
Bp

sdB
j
s

∣∣∣
we have q(B) ≤ 2q′(B) + q′(B)2 so that {q′(B) ≤ 1

3
ε} ⊂ {q(B) ≤ ε}. We will now use the

following fact: consider the diffusion process X = (X i, Xj,p, i = 1, ..., d, 1 ≤ j < p ≤ d)
solution of the equation dX i

t = dBi
t, dX

j,p
t = Xj

t dB
p
t . The strong Hörmander condition

holds for this process and the support of the law of X1 is the whole space. So the law of
X1 is absolutely continuous with respect to the Lebesgue measure and has a continuous
and strictly positive density p. This result is well known (see for example [13] or [2]). We
denote cd := inf |x|≤1 p(x) > 0 and this is a constant which depends on d only. Then, by
observing that q′(B) ≤ √m |X1|, where m = 1

2
d(d + 1) is the dimension of the diffusion

X , we get

P (q(B) ≤ ε) ≥ P
(
q′(B) ≤ ε

3

)
≥ P

(
|X1| ≤

ε

3
√
m

)
≥ εm

(3
√
m)m

× c̄d,

with c̄d > 0. So finally we obtain

P (Λρ,ε(B)) ≥ c̄dε
1
2
d(d+1) − Cp,dε

pρ − exp(− 1

Cε2ρ
).

Choosing p > 1
2ρ
d(d+ 1) and ε small we obtain our inequality.�
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8 Appendix 4. Norms and distances

In this section we use the notation from Section 3 and 4. We consider the matrix A with
columns ai, [a]j,p = aj,p − ap,j, i = 1, ..., d, j 6= p defined in Section 3.2 and we assume
that the non degeneracy condition (20) holds. For notational convenience we denote Ai =
ai, i = 1, ..., d and Ai, i = d + 1, ..., m will be an enumeration of [a]j,p, 1 ≤ j, p ≤ d, j 6= p.
We work with the norm |y|2AR

= 〈(ARA
∗
R)

−1y, y〉, y ∈ Rn. We have the following simple
properties:

Lemma 25 i) For every y ∈ Rn and 0 < R ≤ R′ ≤ 1 one has

√
R

R′ |y|AR
≥ |y|AR′

≥ R

R′ |y|AR
and (62)

1√
R
√
λ∗(A)

|y| ≤ |y|AR
≤ 1

R
√
λ∗(A)

|y| . (63)

ii) For every z ∈ Rm and R > 0 one has

|ARz|AR
≤ |z| . (64)

iii) For every µ ∈ L2([0, T ];Rm) and R > 0 one has

∣∣∣
∫ t

0

µs ds
∣∣∣
2

AR

≤ t

∫ t

0

|µs|2AR
ds, t ∈ [0, T ]. (65)

Proof. i) It is easy to check that

R′

R
ARA

∗
R ≤ AR′A∗

R′ ≤
(
R′

R

)2

ARA
∗
R

which is equivalent with (62). This also implies (one takes R′ = 1 so AR′ = A) that

1

R
λ∗(AR) ≤ λ∗(A) ≤

1

R2
λ∗(AR) and

1

R
λ∗(AR) ≤ λ∗(A) ≤ 1

R2
λ∗(AR)

which immediately gives (63).

ii) For z ∈ Rm, we write z = A∗
Ry + w with y ∈ Rn and w ∈ (ImA∗

R)
⊥ = KerAR. Then

ARz = ARA
∗
Ry so that

|ARz|2AR
= |ARA

∗
Ry|2AR

=
〈
(ARA

∗
R)

−1ARA
∗
Ry, ARA

∗
Ry
〉

= 〈z, ARA
∗
Rz〉 = 〈A∗

Ry, A
∗
Ry〉 = |A∗

Ry|2 ≤ |z|2

and (64) holds.
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iii) For µ ∈ L2([0, T ];Rm) and t ∈ [0, T ] one has

∣∣∣
∫ t

0

µsds
∣∣∣
2

AR

=
〈
AR

−1

∫ t

0

µsds,

∫ t

0

µsds
〉
=

∫ t

0

∫ t

0

〈
AR

−1µs, µu

〉
dsdu

=
1

2

∫ t

0

∫ t

0

(〈
AR

−1(µs − µu), µs − µu

〉
−
〈
AR

−1µs, µs

〉
−
〈
AR

−1µu, µu

〉)
dsdu

=
1

2

∫ t

0

∫ t

0

(
|µs − µu|2AR

− 2|µs|2AR

)
dsdu

≤
∫ t

0

∫ t

0

|µu|2AR
dsdu = t

∫ t

0

|µu|2AR
du.

�

We give now some lower and upper bounds for |y|AR
.We denote S = V ect{Ai, i = 1, ..., d}

and ΠS is the projection on S. S⊥ is the orthogonal of S and ΠS⊥ is the projection on
S⊥. Moreover we denote

λS = inf
ξ∈S,|ξ|=1

d∑

i=1

〈Ai, ξ〉2 , λS = sup
ξ∈S,|ξ|=1

d∑

i=1

〈Ai, ξ〉2 (66)

λS⊥ = inf
ξ∈S⊥,|ξ|=1

m∑

i=d+1

〈Ai, ξ〉2 , λS⊥ = sup
ξ∈S⊥,|ξ|=1

m∑

i=d+1

〈Ai, ξ〉2 .

By the very definition λS > 0 and under assumption (20) we also have λS⊥ > 0. And
λS ≤ λ∗(A), λS⊥ ≤ λ∗(A).

Proposition 26 Suppose that (20) holds and let

R <
λS

4
∑m

i=d+1 |ΠSAi|2
. (67)

Then for every y ∈ Rn

1

4RλS
|ΠSy|2 +

1

4R2 λS⊥

|ΠS⊥y|2 ≤ |y|2AR
≤ 4

RλS
|ΠSy|2 +

4

R2 λS⊥

|ΠS⊥y|2 . (68)

In particular, if |A|∞ = maxi=1,...,m |Ai| and R ≤ λS/4m |A|∞ then

1

4R |A|∞
|ΠSy|2 +

1

4R2 |A|∞
|ΠS⊥y|2 ≤ |y|2AR

≤ 4

RλS
|ΠSy|2 +

4

R2 λS⊥

|ΠS⊥y|2 . (69)

Proof. In a first stage we assume that Ai⊥Aj for i ≤ d < j. We will drop out this
restriction in the second part of the proof. Let TS and TS⊥ be the restriction of y 7→ ARA

∗
Ry

to S and to S⊥ respectively. Since

ARA
∗
Ry = R

d∑

i=1

〈Ai, y〉Ai +R2
m∑

i=d+1

〈Ai, y〉Ai
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our orthogonality hypothesis implies that TSy = R
∑d

i=1 〈Ai, y〉Ai ∈ S for y ∈ S and
TS⊥y = R2

∑m
i=d+1 〈Ai, y〉Ai ∈ S⊥ for y ∈ S⊥. Since ARA

∗
R is invertible it follows that TS

(respectively TS⊥) is an invertible operator from S (respectively from S⊥) into itself. For
y ∈ S we have

RλS |y|2 ≥ 〈TSy, y〉 = R

d∑

i=1

〈Ai, y〉2 ≥ RλS |y|2

and since |y|2AR
=
〈
T−1
S y, y

〉
for y ∈ S, we obtain

1

RλS
|y|2 ≤ |y|2AR

≤ 1

RλS
|y|2 , if y ∈ S.

Similarly, we get

1

R2 λS⊥

|y|2 ≤ |y|2AR
≤ 1

R2 λS⊥

|y|2 , if y ∈ S⊥.

Let y ∈ Rn. Since (ARA
∗
R)

−1ΠSy ∈ S we have 〈(ARA
∗
R)

−1ΠSy,ΠS⊥y〉 = 0 so that |y|2AR
=

|ΠSy|2AR
+ |ΠS⊥y|2AR

. We obtain

1

RλS
|ΠSy|2 +

1

R2 λS⊥

|ΠS⊥y|2 ≤ |y|2AR
≤ 1

RλS
|ΠSy|2 +

1

R2 λS⊥

|ΠS⊥y|2 . (70)

We drop now out the orthogonality assumption. For j > d we consider the decomposition
Aj = ΠSAj + ΠS⊥Aj and we define the matrices AR = (

√
RA1, ...,

√
RAd, RΠS⊥Ad+1, ...,

RΠS⊥Am) and ÂR = (0, ..., 0, RΠSAd+1, ..., RΠSAm) so that AR = AR+ÂR.We will check
that under the restriction (67) we have

4
∣∣∣A∗

Ry
∣∣∣
2

≥ |A∗
Ry|2 ≥

1

4

∣∣∣A∗
Ry
∣∣∣
2

∀y ∈ Rn. (71)

We suppose for the moment that the above inequality is true and we prove (68). Since
|A∗

Ry|2 = 〈ARA
∗
Ry, y〉 the above inequality means that 4ARA

∗
R ≥ ARA

∗
R ≥ 1

4
ARA

∗
R and

this gives
1

4
|y|2AR

≤ |y|2AR
≤ 4 |y|2AR

. (72)

Since the columns of AR verify the orthogonality assumption we may use the result from
the first step with A replaced with A = (A1, . . . , Ad, Ad+1, . . . Am), with Aj = Aj if j ≤ d
and Aj = ΠS⊥Aj for j > d. Here, we have S = V ect{A1, . . . , Ad} = V ect{A1, . . . , Ad} =
S, so that λS = λS and λS = λS. Moreover, since S

⊥
= S⊥, the computations in (66) are

actually done with ξ ∈ S⊥, and thus we obtain λ
S
⊥ = λS⊥ and λ

S
⊥ = λS⊥. So (70) gives

1

RλS
|ΠSy|2 +

1

R2 λS⊥

|ΠS⊥y|2 ≤ |y|2AR
≤ 1

RλS
|ΠSy|2 +

1

R2 λS⊥

|ΠS⊥y|2

which together with (72) imply (68).
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It remains to prove (71). We have

∣∣∣A∗
Ry
∣∣∣
2

≥ R

d∑

j=1

〈Aj, y〉2 = R

d∑

j=1

〈Aj ,ΠSy〉2 ≥ RλS |ΠSy|2

and

∣∣∣Â∗
Ry
∣∣∣
2

= R2
m∑

j=d+1

〈ΠSAj, y〉2 = R2
m∑

j=d+1

〈ΠSAj,ΠSy〉2 ≤ R2 |ΠSy|2
m∑

j=d+1

|ΠSAj|2 .

Then (67) gives
∣∣∣A∗

Ry
∣∣∣
2

≥ 4
∣∣∣Â∗

Ry
∣∣∣
2

. Using the inequality (a + b)2 ≥ 1
2
a2 − b2 we obtain

|A∗
Ry|2 =

∣∣∣A∗
Ry + Â∗

Ry
∣∣∣
2

≥ 1

2

∣∣∣A∗
Ry
∣∣∣
2

−
∣∣∣Â∗

Ry
∣∣∣
2

≥ 1

4

∣∣∣A∗
Ry
∣∣∣
2

and using (a+ b)2 ≤ 2a2 + 2b2 we get |A∗
Ry|2 ≤ 4

∣∣∣A∗
Ry
∣∣∣
2

. �

From now on we consider the specific situation when ai = σi(t, x), [a]i,j = [σi, σj ](t, x) and
we denote by A(t, x) respectively AR(t, x) the matrices associated to these coefficients.
We will need the following

Lemma 27 Let x, y ∈ Rn be such that |x− y| ≤ 1 and let s, t ∈ [0, 1]. Assume that

|x− y|+ |t− s| ≤
√
λ∗(A(t, x))

(8dm)n2(t, x)
×
√
δ (73)

Then for every z ∈ Rn and δ ≤ 1 one has

1

4
|z|2Aδ(t,x)

≤ |z|2Aδ(s,y)
≤ 4 |z|2Aδ(t,x)

. (74)

Proof. The inequality (74) is equivalent to

4(AδA
∗
δ)(t, x) ≥ (AδA

∗
δ)(s, y) ≥

1

4
(AδA

∗
δ)(t, x).

We use the numerical inequality (a+ b)2 ≥ 1
2
a2 − b2, the hypothesis (73) and we obtain

〈(AδA
∗
δ)(s, y)z, z〉 =

m∑

k=1

〈Aδ,k(s, y), z〉2

=

m∑

k=1

(〈Aδ,k(t, x), z〉 + 〈Aδ,k(s, y)− Aδ,k(t, x), z〉)2

≥ 1

2

m∑

k=1

〈Aδ,k(t, x), z〉2 −
m∑

k=1

(〈Aδ,k(s, y)− Aδ,k(t, x), z〉)2

≥ 1

2

m∑

k=1

〈Aδ,k(t, x), z〉2 − (2dm)2n4(t, x)δ(|x− y|2 + |t− s|2)× |z|2 .
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Since λ∗(Aδ(t, x)) ≥ δ2λ∗(A(t, x)) our hypothesis says that

(2dm)2n4(t, x)δ(|x− y|2 + |t− s|2)× |z|2 ≤1

4
δ2λ∗(A(t, x))× |z|2

≤1

4
λ∗(Aδ(t, x))× |z|2

≤1

4

m∑

k=1

〈Aδ,k(t, x), z〉2

so that

〈(AδA
∗
δ)(s, y)z, z〉 ≥

1

4

m∑

k=1

〈Aδ,k(t, x), z〉2 =
1

4
〈(AδA

∗
δ)(t, x)z, z〉 .

Using (a+ b)2 ≤ 2a2 + 2b2 one proves the other inequality. �

In the last part of this section we establish the link between the norm |z|AR(t,x) and the
control (Caratheodory) distance. We will use in a crucial way the alternative character-
izations given in [14] for this distance - and these results hold in the homogeneous case:
the coefficients of the equations do not depend on time any more, so that we suppose now
σj(t, x) = σj(x). Consequently, we handle the matrix AR(x) instead of AR(t, x).

We first introduce a semi-distance d on an open set Ω ⊂ Rn which is naturally associated
to the family of norms |y|AR(x) .

We set Ω = {x ∈ Rn : λ∗(A(x)) > 0} = {x : det(AA∗(x)) 6= 0}, which is open because
x 7→ detAA∗(x) is continuous. Notice that if x ∈ Ω then detARA

∗
R(x) > 0 for every

R > 0. For x, y ∈ Ω, we define d(x, y) by d(x, y) <
√
R if and only if |y − x|AR(x) < 1. The

motivation of taking
√
R is the following: if we are in the elliptic case then |y − x|AR(x) ∼

R−1/2 |y − x| so |y − x|AR(x) ≤ 1 amounts to |y − x| ≤
√
R.

It is straightforward to see that d is a semi-distance on Ω, in the sense that d verifies the
following three properties (see [14]):

i) for every r > 0, the set {y ∈ Ω : d(x, y) < r} is open;

ii) d(x, y) = 0 if and only if x = y;

iii) for every compact set K ⋐ Ω there exists C > 0 such that for every x, y, z ∈ K one
has d(x, y) ≤ C

(
d(x, z) + d(z, y)

)
.

Moreover, one says that d1 : Ω×Ω→ R+ and d2 : Ω×Ω→ R+ are equivalent if for every
compact set K ⋐ Ω there exists a constant C such that for every x, y ∈ K

1

C
d1(x, y) ≤ d2(x, y) ≤ Cd1(x, y). (75)

In particular if d1 is a distance and d2 is equivalent with d1 then d2 is a semi-distance.
And one says that d1 is locally equivalent with d2 if for every x0 ∈ Ω there exists a
neighborhood V of x0 and a constant C such that (75) holds for every x, y ∈ V.
We introduce now the control metric. For x, y ∈ Rn we denote by C(x, y) the set of con-
trols ψ ∈ L2([0, 1];Rn) such that the corresponding skeleton dut(ψ) =

∑d
j=1 σj(ut(ψ))ψ

j
t dt
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with u0(ψ) = x satisfies u1(ψ) = y. Notice that the drift b does not appear in the equation
of ut(ψ). Then we define

dc(x, y) = inf
{(∫ 1

0

|ψs|2 ds
)1/2

: ψ ∈ C(x, y)
}
.

Theorem 28 A. Let

α(x) =
λ
1/2
∗ (A(x))

256d6n6(x)
.

Then for every x, y ∈ Ω such that dc(x, y) ≤ 1
4
α2(x) one has d(x, y) ≤ 9α2(x)dc(x, y).

B. d is locally equivalent to dc on Ω.
C. In particular for every compact set K ⋐ Ω there exists rK and CK such that for every
x, y ∈ K with d(x, y) ≤ rK one has dc(x, y) ≤ CKd(x, y).

Proof A. Let δ > 0, x, y ∈ Ω and ψ ∈ C(x, y). Setting xt = ut/δ(ψ), we obtain dxt =∑d
j=1 σj(xt)φ

j
tdt with φ(t) = δ−1ψ(tδ−1), which means that xt = ut(φ). Notice also that∫ 1

0
|ψs|2 ds = δ

∫ δ

0
|φs|2 ds.

We denote now Cδ(x, y) the set of controls φ ∈ L2([0, δ];Rn) such that the corresponding
skeleton ut(φ) with u0(φ) = x verifies uδ(φ) = y. As a consequence of the previous
computations, one has

dc(x, y) =
√
δ × inf

{(∫ δ

0

|φs|2 ds
)1/2

: φ ∈ Cδ(x, y)
}
≡
√
δ × inf{εφ(δ) : φ ∈ Cδ(x, y)}.

Suppose now that dc(x, y) ≤ 1
4
α2(x). We take δ = 1

4
α2(x) so that dc(x, y) ≤ 1

2
α(x)
√
δ.

Then one may find a control φ ∈ Cδ(x, y) such that εφ(δ) ≤ 1
2
α(x) and y = xδ(φ). Since

εφ(δ) +
√
δ ≤ α(x) we may use (38) and we obtain |y − x|Aδ(x)

≤ 4εφ(δ) +
√
δ ≤ 3α(x). It

follows that

|y − x|A9α2(x)δ(x)
≤ 1

3α(x)
|y − x|Aδ(x)

≤ 1

and this gives d(x, y) ≤ 9α2(x)δ = 9α2(x) × 1
4
α2(x). And this guarantees that d(x, y) ≤

9α2(x)× dc(x, y).
B. We prove now the converse inequality. We use the results from [14] so we recall the
definition of the semi-distance d∗ (which is denoted by ρ2 in [14]). Given φi, φk,j ∈ R,
i = 0, ..., d, 1 ≤ k < j ≤ d we consider the equation

vt(φ) = x+

∫ t

0

(
d∑

j=1

φjσj(vs(φ)) +
∑

i 6=j

φi,j[σi, σj](vs(φ)))ds. (76)

Notice that φj , φi,j are now real constants (in contrast with the time depending controls in
the standard skeleton) and we have added the vector fields [σi, σj ] which does not appear
in skeletons. And the drift term b does not appear. We denote by P∗(x, y) the family of
paths vt(φ) which satisfy (76) and such that v1(φ) = y. We define d∗ by: d∗(x, y) < δ if
and only if one may find φi, φk,j ∈ R, 1 ≤ i, k, j ≤ d, j 6= k such that v·(φ) ∈ P∗(x, y)
and |φi| < δ, |φi,j| < δ2. As a consequence of Theorem 2 and Theorem 4 from [14] d∗ is
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locally equivalent with dc. So our aim is to prove that d∗ is locally dominated by d. Let
us be more precise: we fix x ∈ Ω and we look for two constants Cx, δx > 0 such that the
following holds: if 0 < δ ≤ δx and d(x, y) ≤

√
δ then one may construct a control φ ∈ Rm

such that v·(φ) ∈ P∗(x, y) and |φi| < Cx

√
δ, |φi,j| < C2

xδ. This implies d∗(x, y) ≤ Cx

√
δ,

and the statement will hold. Notice that we discuss local equivalence, that is why we may
take Cx, δx depending on x.
We recall that Ai(x), i = 1, ..., m is an enumeration of σi(x), [σj , σp](x), i, j, p = 1, ..., d and
that they span Rn because x ∈ Ω. So, we choose i1 < ... < id′ ≤ d < id′+1 < ... < in ≤ m
such that Aik(x), k = 1, ..., d′ span V ect{A1(x), ..., Ad(x)} and Aik(x), k = 1, ..., n span Rn.
In particular all of them are linearly independent. We denote Bk(x) = Aik(x) and we want
to use Theorem 20 for them. Notice that V ect{A1(x), ..., Ad(x)} = V ect{B1(x), ..., Bd′(x)}
so the projections Π and Π⊥ considered in Theorem 20 and in Proposition 62 coincide.
In particular if d(x, y) ≤

√
δ then |Π(y − x)| ≤ |A(x)|∞

√
δ and

∣∣Π⊥(y − x)
∣∣ ≤ |A(x)|∞ δ.

And this also implies that |y − x| ≤ 2 |A(x)|∞
√
δ.

As θ ∈ Rn, we look for a solution to the equation

y = ξ1(θ), with ξt(θ) = x+

n∑

k=1

θk

∫ t

0

Bk(ξs(θ))ds = x+

n∑

k=1

θk

∫ t

0

Aik(ξs(θ))ds.

So, we write it as

y = x+B(x)θ + r(θ) with r(θ) =
n∑

k=1

θk

∫ t

0

(Bk(ξs(θ))− Bk(x))ds.

Clearly r ∈ C3(Rn, Rn) and r(0) = ∇r(0) = 0. Then,

|y − x| ≤ 2 |A(x)|∞
√
δ ≤ 2 |A(x)|∞

√
δx

and we suppose that δx is sufficiently small in order that |y − x| satisfies (49), that is

|y − x| < λ∗(B(x))1/2

4
and |y − x| < λ∗(B(x))

8d3(c2(r) + c2(r))
.

We use then (51) and we obtain |θi| ≤ Cx

√
δ, i = 1, ..., d′ and |θi| ≤ C2

xδ, i = d′ + 1, ..., n.
This proves that d∗(x, y) ≤ Cx

√
δ.

C. For x ∈ Ω, we denote Bd(x, r) := {y ∈ Ω : d(x, y) < r} and this is an open set.
Since d and dc are locally equivalent for every compact K ⋐ Ω and for every x ∈ K
there exists Cx, εx > 0 such that for y ∈ Bd(x, εx) we have dc(x, y) ≤ Cxd(x, y). Since the
set K is compact we may find x1, ..., xN ∈ K such that K ⊂ ∪Ni=1Bd(xi, εxi

). We denote
Cmax = maxi=1,...,N Cxi

. Let us prove that there exists r∗ > 0 such that for every x ∈ K
and every y ∈ Bd(x, r∗) we have dc(x, y) ≤ Cmaxd(x, y).
For x ∈ K one may find i such that x ∈ Bd(xi, εxi

) and r > 0 such that Bd(x, r) ⊂
Bd(xi, εxi

). We define rx = sup{r > 0 : ∃ i ∈ {1, ..., N} such that Bd(x, r) ⊂ Bd(xi, εxi
)}.

We claim that r∗ := infx∈K rx > 0. Indeed suppose that this is not true. Then one may
find a sequence yn → y0 such that ryn → 0. Since ry0 > 0 there exists n∗ such that for
n ≥ n∗ one has Bd(yn,

1
2CK

ry0) ⊂ Bd(y0, ry0) ⊂ Bd(xi, εti) for some i. Here CK is the
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constant in the triangle inequality iii) at page 37. And this means that ryn ≥ 1
2
ry0 > 0

which is in contradiction with our hypothesis. So we have proved that r∗ > 0.
Consider now y ∈ Bd(x, r∗). There exists i such that Bd(x, r∗) ⊂ Bd(xi, εxi

) and this
means that y, x ∈ Bd(xi, εxi

) and consequently dc(x, y) ≤ Cxi
d(x, y) ≤ Cmaxd(x, y). �

Finally we give:

Proof of Proposition 6. We will first prove that under our hypothesis d(x, y) ≤√
λx/(4m)n4(x). Let R be such that d(x, y) ≥

√
R so that |y − x|AR(x) ≥ 1. Then by

(63)

λx
√
λ∗(A)

(4m)n4(x)
≥ |y − x| ≥ R

√
λ∗(A) |y − x|AR

≥ R
√
λ∗(A).

It follows that R ≤ λx/(4m)n4(x) which proves our assertion.
We suppose now that d(x, y) ≥

√
R. Since R ≤ λx/(4m)n4(x) we may use (8) and we

obtain
4

Rλx
|Πx(y − x)|2 +

4

R2λ⊥x

∣∣Π⊥
x (y − x)

∣∣2 ≥ |y − x|AR(x) ≥ 1

which gives d(x, y) ≥
√
R. So d(x, y) ≥ d(x, y). Suppose that d(x, y) <

√
R. Then

1

4Rn2(x)
|Πx(y − x)|2 +

1

4R2n2(x)

∣∣Π⊥
x (y − x)

∣∣2 ≤ |y − x|2AR(x) < 1

and this reads d(x, y) <
√
R which gives d(x, y) ≤ d(x, y).�
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436.

[6] Bichteler K., Gravereaux J-B. and Jacod J. (1987). Malliavin Calculus for
Processes with Jumps. Stochastic mongraphs Volume 2, Gordon and Breach Science
Publishers.

40

http://arxiv.org/abs/1004.5269


[7] Capitaine M. (1995). Onsager-Machlup functional for some smooth norms on
Wiener space. Prob. Th. Rel. Fields 102, 189-201.

[8] Capitaine M. (2000). On the Onsager-Machlup functional for elliptic diffusion pro-
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