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Abstract. Since 2012, European high speed railway networks are meant to have gone to market. Hence, several high speed trains, such as ICE, TGV, ETR 500, Sapsan..., are likely to run on the same tracks, whereas they have been originally designed for specific and different railway networks. Due to different mechanical properties and structures, the dynamic behaviors, the aggressiveness of the vehicle on the track and the probabilities of exceeding security and comfort thresholds will be very different from one train to another. These maintenance, certification and comfort criteria depend on the dynamic interaction between the vehicle and the railway track and in particularly on the contact loads between the wheels and the rail, which are very hard to evaluate experimentally. Therefore, the numerical simulation is bound to play a key role in this context, as it is able to compute these quantities of interest. Nevertheless, the track-vehicle system being strongly non-linear, this dynamic interaction has to be analyzed not only on a few track portions but on the whole realm of possibilities of running conditions that the train is bound to be confronted to during its lifecycle. In reply to this concern, this paper presents a method to analyze the influence of the track geometry variability on the train behavior, which could be very useful to evaluate and compare the aggressiveness of different trains. This method is based on a stochastic modeling of the track geometry, for which parameters have been identified with experimental measurements.
1 INTRODUCTION

If simulation is introduced in certification and conception processes, it has to be very representative of the physical behaviour of the system. The model has thus to be fully validated and the simulations have to be raised on a realistic and representative set of excitations.

Hence, this work presents a three steps method to characterize the influence of the track geometry on the train dynamics. The first step, which is presented in Section 2, corresponds to the classical description of the studied mechanical problem. A particular attention has to be paid to the definition of the quantities of interest, as this choice will play a major role on the propagation method. Then, Section 3 deals with the characterization of the input variability. At last, Section 3 presents the propagation of the variability through the mechanical system. Two applications of the method will then be analyzed: the influence of an increase of the speed on the train stability and the quantification of the aggressiveness of three high speed trains that have different mechanical properties.

2 STEP A: DESCRIPTION OF THE STOCHASTIC MECHANICAL MODELING

This section is devoted to the description of the stochastic modeling of the railway system.

2.1 Description of the railway dynamic problem

As presented in Introduction, a railway dynamic problem can be seen as the excitation of the train by the track geometry through the wheel/rail contact forces, where the wheel/rail contact forces are computed from the wheel profile and the rail profile thanks to the Hertz and Kalker theories. The dynamic \((u_i(t), \dot{u}_i(t))\) of each mass body \(i\) of the train at each time step \(t \geq 0\), that we describe by the vector of the generalized coordinates,

\[
U(t) = (u_1(t), u_2(t), \cdots, \dot{u}_1(t), \dot{u}_2(t), \cdots),
\]

can therefore be determined by solving the Euler-Lagrange equation, which reads:

\[
\frac{d}{dt} \left( \frac{\partial E_c}{\partial \dot{u}_i} \right) - \frac{\partial E_c}{\partial u_i} = L_i(U, T),
\]

with \(E_c\) the total kinetic energy of the train, and \(L_i(U, T)\) the general load that is applied to the mass body \(i\), which depends on the track geometry \(T\) and on the generalized coordinates \(U\). Eq. (2) can be rewritten in a matricial form as:

\[
[A(U)] \dot{U} = F(U, T),
\]

with \([A]\) and \(F\) two strongly non-linear operators. This system is usually solved with an explicit scheme.

The generalized coordinates \(U\), for which evolution is computed from Eq. (3), are then post-treated to define the final outputs of the railway simulation. In this work, three criteria are introduced to analyze the vehicle dynamics on a given track geometry of total length \(S_{\text{tot}}\):

- a shifting criterion:

\[
(Y_\ell + Y_r)_{\text{max}} = \max_{\text{wheelset}} \max_{0 \leq s \leq S_{\text{tot}}} \left\{ Y_\ell^{\text{w}}(s) + Y_r^{\text{w}}(s) \right\},
\]
• a derailment criterion:

\[
(Y/Q)_{\text{max}} = \max_{\text{wheel \ q}} \max_{0 \leq s \leq S_{\text{tot}}} \{Y_q(s)/Q_q(s)\}, \tag{5}
\]

• a wear criterion:

\[
(T\gamma) = \sum_{\text{wheel \ q}} \int_{0}^{S_{\text{tot}}} T_q(s)\gamma_q(s)\,ds, \tag{6}
\]

where:

• \(Y_{k}^l\) and \(Y_{k}^r\) are the left and right lateral forces of the same wheelset \(k\), such that the higher \((Y_{k}^l + Y_{k}^r)_{\text{max}}\) is, the more chance for a shifting of the track there is;

• \(Y_q\) and \(Q_q\) are the lateral and vertical components of the wheel/rail contact force at wheel \(q\), such that the higher \((Y/Q)_{\text{max}}\) is, the more on the flange a wheel of the train can be;

• \(T_q\) and \(\gamma_q\) are respectively the creep force and the slip at wheel \(q\), such that the higher \((T\gamma)\) is, the higher the contact wear is likely to be for one run of the complete train.

Finally, the deterministic railway problem, corresponding to the dynamics of a vehicle \(V\) on a track geometry \(T\) can be expressed as:

\[
(V, T) \mapsto c = g(V, T), \quad c = ((Y_{k}^l + Y_{k}^r)_{\text{max}}, (Y/Q)_{\text{max}}, (T\gamma)), \tag{7}
\]

where it is reminded that \(g\) is a complex and non-linear operator.

### 2.2 Stochastic problem

In this work, it is supposed that a normalized model of a train is available, for which mechanical parameters are fixed and have been accurately identified. Moreover, two description scales can be distinguished for the track geometry:

• on the first hand, the track design, which corresponds to the parameters of the mean line position, that is to say the vertical curvature \(c_v\), the horizontal curvature \(c_H\), and the track superelevation \(c_L\), is decided once for all at the building of a new track for economical and political reasons;

• on the second hand, for a fixed track design, the track irregularities are in constant evolution, due to the interactions between the train and the track, to the maintenance operations, and to the weather conditions. There are four kinds of track irregularities: the horizontal and vertical alignment irregularities, \(x_1\) and \(x_2\), the cant deficiencies \(x_3\), and the alignment irregularities \(x_4\).

It is supposed in this work that the track irregularities characterization can be separated from the track design description. Hence, in the following, a measured track design is chosen and only the track irregularities will be supposed to be variable. In this prospect, let
\( X = (X_1, X_2, X_3, X_4) \) be the vector-valued random field corresponding to the four track irregularities, for which statistical characteristics have to be identified from experimental data. As a consequence, vector \( c \), which gathers the three criteria of interest, becomes a random vector \( C \), and the stochastic problem can be expressed by:

\[
X \mapsto C = G(X).
\]

The choice of the quantities of interest is crucial as it will rule the choice of the propagation method. In this work, we are interested in the PDF of each criterion, that are denoted by \( p_{C_i} \), \( 1 \leq i \leq 3 \).

### 3 STEP B: CHARACTERIZATION OF THE INPUT VARIABILITY

We assume in this work that the track irregularities can be seen as a vector-valued random field, \( X = (X_1, X_2, X_3, X_4) \), which gathers the four kinds of track irregularities. Characterizing the input variability of the railway stochastic problem amounts thus to identifying the distribution of \( X \) from experimental measurements.

To this end, the measurement train IRIS 320 has been running continuously since 2007 over the French railway network, measuring and recording the track geometry of the main national lines. Based on these experimental measurements, this section aims at developing a methodology to parameterize the physical properties as well as the variability of track irregularities random field \( X \). This modeling will allow the numerical generation of track geometries that are physically realistic and statistically representative of a whole railway network.

#### 3.1 Local-global approach and available information

In this work, it is supposed that the track irregularities of a whole high speed line of total length \( S^{\text{tot}} \) has been measured. The track irregularity vector,

\[
\{ X(s) = (X_1(s), X_2(s), X_3(s), X_4(s)) \}, \quad s \in [0, S^{\text{tot}}]
\]

is a random field with values in \( \mathbb{R}^4 \), for which realizations are continuous functions. It is moreover assumed that \( X \) is a centered random field, such that:

\[
E[X(s)] = 0, \quad s \in [0, S^{\text{tot}}],
\]

with \( E[\cdot] \) the mathematical expectation.

Due to the specific interaction between the train and the track, this random field is neither Gaussian nor stationary, which motivates a local-global approach for the characterization of the distribution of \( X \). This approach is based on the hypothesis that a whole railway track can be considered as the concatenation of a series of independent track portions of same length \( S \), for which physical and statistical properties are the same. Therefore, this assumption should allow us to reduce the complexity of the problem, by restricting the characterization of \( X \) to its projection on the interval \( \Omega = [0, S] \), with \( S \ll S^{\text{tot}} \). Length \( S \) plays therefore a key role in the modeling procedure, and its value has to be carefully evaluated. Indeed, \( S \) has to be long enough for the statistical and spectral information of \( X \) to be accurately taken into account. However, the higher \( S \) is, the little number of independent realizations for \( X \) can be extracted from the complete measurement of the railway network.
For confidentiality reasons, length \( S \) is not given in this work, and it is assumed that it has been carefully chosen as an optimum of the compromise between computational cost and modeling precision. In the same manner, the spatial quantities will be normalized by length \( S \) in the following.

Under the local-global hypothesis, it is now supposed that \( \nu^{\exp} \) track portions of same length \( S \), that are denoted by \( \{x^1, \ldots, x^{\nu^{\exp}}\} \), can be extracted from the experimental measurements. It is reminded that these measurements are supposed to be \( \nu^{\exp} \) independent realizations of random field \( X \), which defines the maximum available information for the stochastic modeling of the track geometry.

### 3.2 Track geometry stochastic modeling

#### 3.2.1 Definition of the local model

The objective of the stochastic modeling is to identify in inverse the statistical properties of \( X \) from its \( \nu^{\exp} \) independent realizations. This modeling is based on a two steps decomposition. First, a Karhunen-Loève (KL) expansion is performed (see [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19] for further details):

\[
X = \sum_{k=1}^{\infty} \sqrt{\lambda_k} u^k \eta_k, \tag{11}
\]

where couples \((u_k, \lambda_k)\) are solution of the Fredholm eigenvalue problem, such that for all \((s, s') \in \Omega \times \Omega\):

\[
E[XX^T(s, s')] \approx [R_{XX}(s, s')] = \frac{1}{\nu^{\exp}} \sum_{i=1}^{\nu^{\exp}} x^i(s) (x^i(s'))^T, \tag{12}
\]

\[
\int_{\Omega} [R_{XX}(s, s')] u^k(s) ds = \lambda_k u^k(s'), \tag{13}
\]

\[
\int_{\Omega} u^k(s) u^\ell(s) ds = \delta_{k\ell}, \quad \lambda_1 \geq \lambda_2 \geq \ldots \to 0, \tag{14}
\]

where \(\delta_{k\ell}\) is the Kronecker symbol, equal to one if \( k = \ell \) and zero otherwise, and \(\{\eta_1, \eta_2, \ldots\}\) are uncorrelated but a priori dependent random variables that verify by construction the following equalities:

\[
E[\eta_k \eta_\ell] = \delta_{k\ell}. \tag{15}
\]

As an illustration, a particular projection of the empirical estimation of the covariance matrix-valued function of \( X \), \([R_{XX}]\), is represented in Figures [1] whereas four particular eigenfunctions, \(u^1, u^5, u^{10}\) and \(u^{25}\), are shown in Figure [2]. It can be noticed that the vectorial approach allows us to take into account the spatial dependencies between the different track irregularities.

From a practical point of view, this sum is truncated to its \(N_\eta\) most influential terms:

\[
X \approx X^{(N_\eta)} = \sum_{k=1}^{N_\eta} \sqrt{\lambda_k} u^k \eta_k, \tag{16}
\]
Figure 1: Graphs of $[R_{XX}]_{11}$.

Figure 2: Graphs of four particular eigenvectors $u^1$, $u^5$, $u^{10}$ and $u^{25}$ ($\times 10^{-3} S$).
where the amplitude of the truncation residue, $X - X^{(N_\eta)}$, is evaluated by the normalized $L_2$ error, $\varepsilon_{KL}^2(N_\eta)$, such that:

$$
\varepsilon_{KL}^2(N_\eta) = \frac{\|X - X^{(N_\eta)}\|_2^2}{\|X\|_2^2} = 1 - \sum_{k \leq N_\eta} \lambda_k,
$$

where for all second order and mean-square continuous vector-valued random field $Z$,

$$
\|Z\|_2^2 = E\left[\int_{\Omega} \int_{\Omega} Z(s) Z(s') ds ds'\right].
$$

The higher $N_\eta$, the more precise the characterization of the track geometry, but the more difficult the characterization of the random vector $\eta = (\eta_1, \ldots, \eta_{N_\eta})$. As a good compromise, the truncation parameter $N_\eta$ is fixed to the value 940 in the following, which corresponds to an error threshold of 1% for $\varepsilon_{KL}^2$.

The second step of the modeling of $X$ is the characterization in inverse of the multidimensional probability density function (PDF) of $\eta$, $p_\eta$. In this prospect, a polynomial chaos expansion (PCE) method (see [20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30] for further details about the PCE identification in inverse) is used, which corresponds to a direct projection of $\eta$ on a chosen polynomial hilbertian basis $\mathcal{B}_{\text{orth}} = \{ \psi_j(\xi), 1 \leq j \}$ of all the second-order random vectors with values in $\mathbb{R}^{N_\eta}$, such that:

$$
\eta = \sum_{j=1}^{+\infty} y^{(j)} \psi_j(\xi).
$$

This sum is once again truncated with respect to two truncation parameters, $N$ and $N_g$, such that:

$$
\eta \approx \eta^{\text{chaos}}(N) = \sum_{j=1}^{N} y^{(j)} \psi_j(\xi_1, \ldots, \xi_{N_g}),
$$

where projection basis $\{ \psi_1(\xi_1, \ldots, \xi_{N_g}), \ldots, \psi_N(\xi_1, \ldots, \xi_{N_g}) \}$ is now defined as the set gathering the $N$ polynomial functions of total degree inferior to $p$, which are normalized with respect to the PDF $p_{\xi_1,\ldots,\xi_{N_g}}(\xi_1, \ldots, \xi_{N_g})$:

$$
\psi_j(\xi_1, \ldots, \xi_{N_g}) = \sum_{q=1}^{N} c_{qj} \xi_1^{\alpha_{q1}} \times \cdots \times \xi_{N_g}^{\alpha_{qN_g}}, \quad \sum_{\ell=1}^{N_g} \alpha_{q\ell}^{(q)} \leq p,
$$

$$
\int_{\mathbb{R}^{N_g}} \psi_j(\xi) \psi_n(\xi) p_{\xi_1,\ldots,\xi_{N_g}}(\xi) d\xi = \delta_{jn}.
$$

For given values of $N$ and $N_g$, identifying the distribution of $\eta^{\text{chaos}}(N)$ amounts therefore to identifying the values of the PCE projection coefficients, $\{ y^{(j)}, 1 \leq j \leq N \}$, from the available information about $\eta$. According to Eqs. (11), (14) and (15), this available information corresponds to the $\nu^{\exp}$ independent realizations of $\eta^{\text{chaos}}(N)$, $\{ \eta^1, \ldots, \eta^{\nu^{\exp}} \}$, which can be deduced from the $\nu^{\exp}$ independent realizations of $X$, $\{ x^1, \ldots, x^{\nu^{\exp}} \}$, such that:

$$
\eta_k = \frac{1}{\sqrt{\nu_k}} \int_{\Omega} (x^i(s))^T u^k(s) ds, \quad 1 \leq i \leq \nu^{\exp}, \quad 1 \leq k \leq N_\eta.
$$
In [28, 29], it has been shown that a good approach to identify such coefficients is to search them as the arguments that maximize the likelihood of random vector $\eta^{\text{chaos}}(N)$ at the experimental points $\{\eta^1, \ldots, \eta^{\text{exp}}\}$.

Finally, the last step of the identification of the distribution of $\eta^{\text{chaos}}(N)$ is the justification of the values for the truncation parameters $N$ and $N_g$. In this prospect, the log-error function $\text{err}(N, N_g)$ is introduced to quantify the amplitude of the residue of the PCE truncation, $\eta - \eta^{\text{chaos}}(N)$, such that:

$$\text{err}(N, N_g) = \sum_{k=1}^{N_g} \text{err}_k(N, N_g),$$  \hspace{1cm} (24)

$$\text{err}_k(N, N_g) = \int_{B_{I_k}} \left| \log_{10} (p_{\eta_k}(x_k)) - \log_{10} (p_{\eta^{\text{chaos}}_k}(x_k)) \right| \ dx_k,$$  \hspace{1cm} (25)

where $B_{I_k}$ is the domain bounding the experimental values of $\eta_k$, $p_{\eta_k}$ and $p_{\eta^{\text{chaos}}_k}$ are the PDFs of $\eta_k$ and $\eta^{\text{chaos}}(N)$ respectively. Truncation parameters $N$ and $N_g$ can thus be chosen with respect to a given error threshold for $\text{err}(N, N_g)$.

For our study, $\xi$ is a $N_g$-dimension random vector, whose components are independent and uniformly distributed between $-1$ and $1$. According to Figure 3 which represents the convergence of error function $\text{err}(N, N_g)$ with respect to $N$ and $N_g$, truncation parameters $N$ and $N_g$ are chosen equal to 3, 276 and 3 respectively.

To conclude, once truncation parameters $N_\eta$, $N$, $N_g$ have been identified according to convergence analysis, once PCE projection coefficients $\{y^{(j)}_k\}$, $1 \leq j \leq N$ have been computed with the advanced algorithms described in [29] and [28], the track irregularity random field is completely characterized and can finally be estimated as:

$$X \approx \sum_{k=1}^{N_\eta} \sqrt{\lambda_k} u^k \sum_{j=1}^{N} y^{(j)}_k \psi_j(\xi_1, \ldots, \xi_{N_g}).$$  \hspace{1cm} (26)

For each realization of random vector $(\xi_1, \ldots, \xi_{N_g})$, a representative and realistic track geometry of length $S$ can finally be generated.
3.2.2 Definition of the global model

According to Section 2 and to the local-global hypothesis, a realistic track geometry of length $S_{tot} = N_T S$ can be generated from the concatenation of $N_T$ track geometries of same length $S$. However, a particular attention has to be paid to the interface between two different realizations of $X$. Indeed, these junctions have to guarantee the continuity of the track irregularity vector and at least the continuity of its first and second order spatial derivatives in order to avoid an artificial perturbation of the train dynamics. Spline interpolations on a length corresponding to the minimal wavelength of the measured irregularities are then used to fulfill these continuity conditions.

From the local stochastic modeling developed in Section 3.2.1, it is now possible to generate track geometries of length $S_{tot}$, which are representative of the whole track geometry of the measured high speed line. As an illustration, an extract of length $S$ of a complete generated track geometry $X_{tot}(\theta)$ is represented in Figure 4. This graph is centered at a junction between the two first realizations that stem from the local stochastic modeling of $X$. The values of the four irregularity fields, for which mean value is zero, have been translated on purpose to allow a better visualization of the results.

4 STEP C: PROPAGATION OF THE TRACK VARIABILITY TO THE TRAIN RESPONSE

Sections 2 and 3 have presented the railway stochastic modeling and the characterization of the input variability. This variability has now to be propagated through the model. After presenting the chosen method for this propagation, this Section describes two applications of the whole method. The first one analyses the influence of an increase of the train speed on the three criteria of interest. The second one underlines in what extent such methods can be used to compare the dynamical response of different high speed trains.
4.1 Monte Carlo simulation

From Section 2, three outputs of the railway simulation are studied in this work: a shifting criterion, \( C_1 = (Y_L + Y_R)_{\text{max}} \), a derailment criterion, \( C_2 = (Y/Q)_{\text{max}} \), and a wear criterion, \( C_3 = (T\gamma) \).

As the relation between the three criteria and the track irregularity random field, \( X \), is very complex and strongly non-linear, the Monte Carlo method is a good approach to characterize the statistical properties of \( C_1 \), \( C_2 \) and \( C_3 \), as the convergence of these properties is independent of the statistical dimension, \( N_\eta \), of the KL approximation of \( X \) that is very high.

In this prospect, a measured track design of length 5\( km \) around a high speed line horizontal curve is considered. The track superelevations \( c_1L \) and \( c_2L \) have been introduced to compensate the inertial acceleration in curve for a train that runs at speeds \( S \) and \( 1.2S \) respectively. For confidentiality reasons, the value of \( S \) is not given in this paper. Then, \( \nu = 500 \) independent track irregularities, \( \{X_{\text{tot}}(\theta_1), \ldots, X_{\text{tot}}(\theta_\nu)\} \), of total length 5\( km \) are generated thanks to the local-global approach and to the stochastic modeling of random field \( X \) on a length \( S \), such that \( \nu = 500 \) realistic and representative running conditions around the same curve are available.

Coupled to the model of a train, these geometries can now be used in any rigid-multibodies railway software to characterize its dynamic behavior. For our study, a commercial code, which is called Vampire, has been used.

4.2 Influence of an increase of the speed on the quantities of interest

The first application of the whole method deals with the influence of the speed on the distributions of the three criteria considered for a normalized high speed train. Railway simulations are therefore performed on the same \( \nu \) realistic and representative track geometries, at the four speeds \( S1 = S \), \( S2 = 1.1S \), \( S3 = 1.2S \) and \( S4 = 1.3S \). Two other sets of simulations have then been carried out for a different value of the track superelevation at speeds \( S3 = 1.2S \) and \( S4 = 1.3S \) in order to quantify the importance of this track design parameter with respect to the three criteria studied.

For each speed, the PDFs of each criterion \( C_1 \), \( C_2 \) and \( C_3 \) are then estimated using kernel smoothing on the \( \nu = 500 \) independent railway simulations. These PDFs are represented in
In this figure, the non-linearity of the system can be noticed, as the consequences of an increase of the speed of 10% to 30% are much higher than 30% for each criterion considered. In particular, an increase of 30% of the speed of the train can lead to an increase of more than 500% of the contact wear if the track superelevation is not adjusted. In addition, this figure emphasizes the importance of the adjustment of the track superelevation to the speed, in terms of minization of the wear, of the shifting risk and of the risk of derailment.

4.3 Comparison of three high speed trains

In this section, it is supposed that three different models of three concurrential high speed trains, $V_1$, $V_2$ and $V_3$ are available, for which parameters have been carefully identified from experimental measurements. Therefore, the method proposed in this paper allows us to compare the dynamical response of these three trains when they are excited at speed $S$, by a representative set of the variable track conditions they can be confronted to during their lifecycle. The results of this analysis are shown in Figure 7. In particular, criteria $C_1$ and $C_3$ could be interesting indicators to compare the aggressiveness of each train, whereas criterion $C_2$ could be used to quantify the global stability in curve of each train.

5 CONCLUSIONS

A method to propagate the track geometry variability through railway mechanical simulations is nowadays of great interest to face always more challenging railway issues. In this prospect, this paper has presented a general method to completely parametrize the track geometry and its variability. This method is based on a local-global approach, and a double projection, which can be applied to many other mechanical systems. First, a Karhunen-Loeve expansion is used to decompose the projection of the random field as a truncated weighted sum of deterministic spatial functions, for which weights are a priori dependent but uncorrelated random variables. The distribution of the high dimension random vector that gathers all these weights is then characterized thanks to a truncated PCE. At last, complete track geometries that are realistic and representative of a whole railway network can be generated. These geometries can finally be used in any railway software to characterize the dynamic behavior of trains. To this end, two applications of the whole method have been described in this paper. The first one analyses the impact of an increase of the speed on the train stability, whereas the second one shows in what extent such an approach could be used to compare competitive high speed trains with respect to their response on a set of representative track conditions.

REFERENCES


Figure 6: Representation of the evolutions of the PDFs of the three criteria considered with respect to an increase of the train speed.
Figure 7: Comparison between the PDFs of the three criteria considered with respect to the train characteristics.


