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Résumé
This paper evaluates the impact of external lexical resources into a CRF-based joint Multiword Segmenter and Part-of-Speech Tagger. We especially show different ways of integrating lexicon-based features in the tagging model. We display an absolute gain of 0.5% in terms of f-measure. Moreover, we show that the integration of lexicon-based features significantly compensates the use of a small training corpus.
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1. Introduction

Coupling external lexicons with an annotated corpus to train discriminative models is a recent trend in Natural Language Processing, e.g. (McCallum and Li, 2003) for Named Entity Recognition. Some studies have shown that it can significantly improve the accuracy of Part-of-Speech (POS) Tagging – e.g. (Denis and Sagot, 2009) for French – as it helps to deal with unknown words 1. Similarly, Constant and Sigogne (2011) and Constant et al. (2011) described different methods to use external Multiword Unit (MWU) lexicons in order to improve the CRF 2-based joint task of MWU segmentation and POS tagging. They show that it helps to recognize unknown segments. Nevertheless, the different methods are sometimes hardly comparable because experiments have been conducted in different environments 3.

The objective of this paper is four-fold:

– synthesize the different possible methods for coupling external lexicons with an annotated corpus for the joint task of MWU segmentation and POS tagging;
– evaluate them in a uniform environment on two different versions of the reference annotated corpus;
– compare with a sequential approach (segmentation followed by tagging);
– release a fully parameterized LGLPL-licensed software resource 'lgtagger' (http:/figm.univ-mlv.fr/~mconstan/research/software) 4.

The first section describes the task and the resources used. We then present the different methods for coupling these resources to train a single linear CRF model. In the last section, we detail the experiments undertaken and comment the results. All experiments were carried out on French.

2. Task and resources

We describe here the joint task of MWU segmentation and POS tagging, and the resources we have used. We take advantage of the fact that French is a language for which various MWU lexicons are available, as well as a fully POS-annotated corpus where MWUs are marked.

2.1. Joint MWU Segmentation and POS tagging

Our joint task consists in segmenting and labelling lexical units including multiword ones. By using an IOB 5 scheme (Ramshaw and Marcus, 1995), it is equivalent to labelling simple tokens. Each token is labeled by a tag of the form X+B or X+I, where X is the POS label of the lexical unit and the suffix B indicates that the token is at the beginning of the lexical unit, while the suffix I indicates an internal position. Suffix O is useless as the end of a lexical unit corresponds to the beginning of another one (suffix B) or the end of a sentence. Such a procedure therefore determines lexical unit limits, as well as their POS. For instance,

\[
\begin{align*}
\text{Quant} & \quad \text{PREP+B} \\
à & \quad \text{PREP+I} \\
\text{la} & \quad \text{DET+B} \\
\text{technique} & \quad \text{CN+B} \\
\text{son} & \quad \text{DET+B} \\
\text{verdict} & \quad \text{CN+B} \\
\text{est} & \quad \text{V+B} \\
\text{implacable} & \quad \text{ADJ+B} \\
\text{.} & \quad \text{PUNCT+B}
\end{align*}
\]

(Concerning the technique, its verdict is implacable)

2.2. French Treebank

The French Treebank (FTB) (Abeillé et al., 2003) is a syntactically annotated corpus made of journalistic texts from Le Monde newspaper. We used two different versions: (i) the 2005 version; (ii) the recent version dedicated to tagging and parsing experiments (Candido and Crabbé., 2009). We have uniformized the POS tagsets for both versions 5.

---

1. Words that are absent of the training corpus.
2. Conditional Random Fields (Lafferty et al., 2001)
3. Different CRF training softwares, different versions of the training corpus
4. Some CRF features implemented in this tool were directly inspired by the ones in the tool SEM : http://www.univ-orleans.fr/lifo/Members/Isabelle.Tellier/SEM.html.
5. I : Inside (segment); O : Outside (segment); B : Beginning (of segment)
2.3. Lexical resources

The lexical resources used are of two types: morphological electronic dictionaries and strongly lexicalized local grammars. They are freely available in the software ‘igtagger’ under LGPL-LR license. Morphological electronic dictionaries are lists of lexical entries of simple and compound forms. They contain: the general-language dictionary DELA of 976,000 entries (Courtois, 1990; Courtois et al., 1997), the general-language dictionary Leff of 579,000 entries (Sagot, 2010) and the toponym dictionary Prolex of 123,000 entries (Piton et al., 1999). Strongly lexicalized local grammars are factorized sets of multiword entries in the form of finite-state graphs (Gross, 1997). For the purpose of this paper, we used 42 graphs recognizing numerical determiners and some Named Entities like organization or location names.

In our experiments, we concatenated the information coming from all these resources, without preserving the memory of their origin.

3. Coupling external lexicons and annotated corpus to train a CRF model

Linear CRFs are the best current statistical models to learn to annotate sequences. Their interest also relies in the fact that they allow to take into account a great number of various features. The features can be computable intrinsic properties of the data as well as external information (McCallum and Li, 2003). We detail different solutions to integrate them.

3.1. Linear CRF Models

Linear chain Conditional Random Fields (CRF) are discriminative probabilistic models introduced by (Lafferty et al., 2001) for sequential labelling. Given an input sequence of tokens $x = (x_1, x_2, ..., x_N)$ and an output sequence of labels $y = (y_1, y_2, ..., y_N)$, the model is defined as follows:

$$ P(y|x) = \frac{1}{Z(x)} \prod_{i=1}^N \exp \left( \sum_{k=1}^K \alpha_k f_k(x, y_i, y_{i-1}) \right) $$

where $Z(x)$ is a normalization factor depending on $x$. It is based on $K$ features, each of them being a binary function $f_k$ depending on the current position $t$ in $x$, the current label $y_t$, the preceding one $y_{t-1}$ and the whole input sequence $x$. This means that any computable property $x'$ of $x$ can be taken into account in features: the lexical value of $x$ at any position (not only at position $t$), whether this value begins with an upper case, contains a number, etc. The feature is activated (i.e. $f_k(t, y_t, y_{t-1}, x) = 1$) if a given configuration

$$ x_0^0 \quad x_1^0 \quad \cdots \quad x_N^0 \quad y_1 $$

$$ x_0^1 \quad x_1^1 \quad \cdots \quad x_N^1 \quad y_1 $$

$$ \vdots $$

Figure 1 – A File of Labeled Examples with an instanciated Feature Template

concerning $t$, $y_t$, $y_{t-1}$ and $x$ is satisfied. Each feature $f_k$ is associated with a weight $\alpha_k$. The weights are the parameters of the model, to be estimated. The features belong to the model and should be provided by the users. But softwares implementing CRF models help users: they usually only require to provide feature templates which are automatically instanciated into as many features as positions in the training data they can apply. We detail this point in the following subsection, because it is crucial to understand how this mechanism allows to integrate external information.

3.2. Feature templates

In CRF++6 and Wapiti7, some of the best known (and, in the case of Wapiti, most efficient) implementations of linear CRFs, training data $(x, y)$ must be provided in files of the form of Figure 1.

In this kind of “tabular-like” files, each line corresponds to a position $t$ in a sentence. Sequences of tokens (i.e. labeled sentences) are just consecutive lines, two distinct sentences being separated by a blank line. At a position $t$, the first $p+1$ columns display the computable properties $x_i^p$, $0 \leq i \leq p$ of $x_t$ which can be taken into account in features, and the last one contains the value $y_t$ of the correct label.

Figure 1 also illustrates the notion of template. A template can be seen as a configuration of holes which can be positioned on any line of the file. At any given position, it is able to select the not-empty values of the files that appear in its holes. Each of these positions produces a feature, as a conjunction of all observed values. Of course, to respect the constraints of linear CRFs, the hole configurations can take any form on the first $p+1$ columns, but can only integrate a unique value $y_t$ (“unary features”) or a sequence of two consecutive values $y_{t-1}$ and $y_t$ (“binary features”) on the last one.

The template of Figure 1, applied on the example sentence of section 2.1, at the position $t = 6$ where $x_6^0$ is the lexical value of $x$ at position $t$, $x_6^1$ the property for $x_6$ of belonging to a punctuation list and $x_6^2 = x_6^0$ the property of beginning with an upper case, provides the following feature:

$$ f_1(t, y_t, y_{t-1}, x) = 1 \text{ if } (y_t = \text{DET+T}) \land (x_6^0 = \text{'son'}) \land (x_6^1 = 0) \land (x_6^2 = 0) \land (x_6^3 = 'r') \land (x_{t-1}^0 = 1) ; $$

$$ f_2(t, y_t, y_{t-1}, x) = 0 \text{ otherwise} $$

The usual trick of CRFs consists in using the same set of

features for each position \( t \), so the value of the position itself \( (t = 6) \) is not a criterion in the definition of the feature.

### 3.3. Integrating external resources into a CRF

To take into account external resources in a learning process using CRF models, many different solutions are possible. To illustrate them, we take again the labeled example of section 2.1. A lexical resource will provide information about the set of every possible POS category that the lexical units of this sentence can have:

- quant à : prep
- quant : prep
- à : prep
- la : cn, det, pro
- technique : cn
- ...

The set of categories of the resource is not necessary the same as the one of the labeled example, this is why we write them with lower cases. Some of the solutions proposed further require that the set of labels match, others don’t.

The first possible use of a resource is called **Filtering**. It requires that the set of labels match. The process of filtering consists in using the resource to limit the search space of possible labelings. Instead of searching for the \( y \) that maximizes \( \lambda(y|x) \), we search for the best \( y \) among those compatible with the resource which maximizes this value. In other words, incompatible labelings are discarded. The filtering step is, in this case, independent of the learning step, and can be applied before or after it.

A second more interesting approach consists in taking into account the resource during the learning step, by integrating the information it contains into the tabular-like file. Even then, there are various possible options. Three of them have been identified:

- **Learn-concat**: a single column is added to the file, which contains a string concatenating in a fixed order each possible category associated with the token in the resource. This string thus becomes a new property of the token. This solution does not require at all that the sets of labels are the same. The training file will then become:

  - Quant \( \text{pre} \) \( \text{pre} \)
  - à \( \text{prep+I} \)
  - la \( \text{CN+I} \)
  - technique \( \text{CN+B} \)
  - ...

  Note that when the resource includes multiword units, they are treated the same way as in the rest of the corpus, i.e. with an additional I label for internal units (the B label is implicit everywhere else).

- **Learn-bool**: each possible category mentioned in the resource is considered as a new boolean property taking the value 1 if it is a possible category for this token, 0 otherwise. The training file will then become:

  - det \( 0 \)
  - cn \( 0 \)
  - prep \( 1 \)
  - prep+I \( 0 \)
  - ...

  This strategy does not require either that the sets of labels are the same. But the generation of every possible feature template in this case is potentially explosive, as every possible combination of columns should give rise to a distinct template.

- **Learn-ex**: each possible couple made of a token and a category seen in the resource can be considered as a new example of the training set. This strategy implements the idea that a resource is a collection of observed possible instances. In this case, the training set receives new lines of the form:

    - Quant \( \text{PREP+B} \)
    - à \( \text{PREP+I} \)
    - la \( \text{CN+B} \)
    - la \( \text{DET+B} \)
    - la \( \text{PRO+B} \)
    - technique \( \text{CN+B} \)

This strategy requires that the sets of labels match. It has the advantage of adding possible instances of associations between a token and a label, which may not appear otherwise in the examples. But it can perturb the probability distributions of these associations, if the set of examples is small. By adding a large number of new examples, it may also slow down the learning step. Furthermore, feature templates with “holes” outside of the current position (in particular, every binary feature templates) will not apply, as each of these new examples is surrounded by blank lines.

### 4. Evaluation

We trained different CRF models with the software Wapiti (Lavergne et al., 2010) using the algorithm rprop. The standard feature templates (i.e. without lexicon-based ones) are defined in the table below: \( w_i \) stands for the token at the relative position \( t \) from the current token; \( l_i \) is the label at the relative position \( t \).  

<table>
<thead>
<tr>
<th>Feature template</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>det ( 0 ) ( l_0 = L )</td>
<td>Lowercase form of ( w_0 = W )</td>
</tr>
<tr>
<td>cn ( 0 ) ( l_0 = L )</td>
<td>Prefix of ( w_0 = P ) with (</td>
</tr>
<tr>
<td>prep ( 1 ) ( l_0 = L )</td>
<td>Suffix of ( w_0 = S ) with (</td>
</tr>
<tr>
<td>prep+I ( 0 ) ( l_0 = L )</td>
<td>( w_0 ) contains a hyphen</td>
</tr>
<tr>
<td>( l_0 = L ) ( l_0 = L )</td>
<td>( w_0 ) contains a digit</td>
</tr>
<tr>
<td>( l_0 = L ) ( l_0 = L )</td>
<td>( w_0 ) is capitalized</td>
</tr>
<tr>
<td>( l_0 = L ) ( l_0 = L )</td>
<td>( w_0 ) is all in capital</td>
</tr>
<tr>
<td>( l_0 = L ) ( l_0 = L )</td>
<td>( w_0 ) is capitalized and BOS</td>
</tr>
<tr>
<td>( l_0 = L ) ( l_0 = L )</td>
<td>( w_0 ) is part of a multiword</td>
</tr>
<tr>
<td>( l_0 = L ) ( l_0 = L )</td>
<td>( w_0 ) is multiword</td>
</tr>
</tbody>
</table>

**Table 1 – Feature templates without lexicon-based ones**

We used all the resources described in subsection 2.3. and we tested two ways of integrating lexicon-based features: **Learn-concat** and **Learn-bool** (cf. subsection 3.3.). Each model was trained on 80% of the FTB with an Intel(R)
Core(TM)2 Quad CPU Q9400 @ 2.66GHz including 3.6 Gb memory. Each model combined about 40 million (resp. 25 million) features and its training duration was 2h-2h20 (resp. 1h-1h10) for version (i) of the FTB (resp. version ii).

Three different approaches were evaluated : (a) baseline approach ; (b) 1-model approach, (c) 2-model approach. The baseline approach (a) consists in first performing a naive lexical segmentation (including MW recognition) and then in tagging the segmented text with a standard POS-tagger. The segmentation phase is based on a lexical analysis that generates a finite automaton of all possible analyses for each sentence. The segmentation is found by selecting the shortest path for each of them, i.e. giving priority to the longest analyses (i.e. MWUs). The lexical analysis is performed by a simple look-up in the MWU lexicon of the training corpus. The POS-standard tagger is CRF-based and uses the template features detailed in (Constant and Sigogne, 2011) and the lexical resources described in subsection 2.3.. It reaches 97.7-97.8% accuracy (94.3-94.4% for MWUs) when the segmentation is perfect. The 1-model approach (b) consists in applying a single CRF model that allows for jointly performing the lexical segmentation and the POS-tagging (cf. 2.1.). The 2-model approach (c) is composed of two phases : a lexical segmentation by applying the same model as in (b) (the POS labels are ignored) and then a POS-tagging of the segmented text with the same standard tagger as in (a).

We evaluated the different approaches by cross-validation, by using a standard f-score on the lexical unit segments (uniformely combining recall and precision). We computed the global tagging score and the tagging score of the MWUs (in parenthesis). Results are provided in table 2. Note that the Filtering and Learn-ex methods described in subsection 3.3. were not tested here, because (Constant et al., 2011) have shown that they are less efficient than the other two.

We can first observe that the segmentation has a cost of around 1.8 and 3.8 points (97.8% for standard tagging vs. 96.0% and 94.0% for joint segmentation and tagging). The integration of large-coverage lexicons in the learning step makes the results improve by 0.5 points in the best case. The best lexicon-based method is the concatenation one (Learn-concat). The experiments also show that a 2-model approach has a similar score as a 1-model approach at the cost of training two models instead of one. Both approaches outperform the baseline by 1.2-1.3 points.

We also evaluated the tagging performances when the training corpus size varies. They are significantly different whether the model integrates or not lexicon-based features. The tagging score evolutions are given in Figures 2 and 3. They show that the use of lexicon-based features might compensate a small training corpus. For instance, with lexicon-based features, only 30% of the version (ii) of the FTB is needed to obtain a model with equivalent performances as the model trained with 90% of the FTB that does not integrate lexicon-based features.

5. Summary and Future Work
This paper evaluates the impact of external lexical resources into a CRF-based joint Multiword Segmenter and Part-of-Speech Tagger. We especially show different ways of integrating lexicon-based features in the model. We display an absolute gain of 0.5% in terms of f-measure. Moreover, we show that the integration of lexicon-based features significantly compensates the use of a small training corpus.

Future work would consist in adapting such approach to chunking. We are also willing to integrate new types of features computed from a symbolic rule-based tagger.

6. References
<table>
<thead>
<tr>
<th>Approach</th>
<th>Resource</th>
<th>Learn-concat</th>
<th>Learn-bool</th>
<th>FTB (i)</th>
<th>FTB (ii)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>no</td>
<td></td>
<td>92.7</td>
<td>91.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(71.0)</td>
<td>(64.9)</td>
<td></td>
</tr>
<tr>
<td>1-model</td>
<td>no</td>
<td></td>
<td>93.5</td>
<td>95.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(73.2)</td>
<td>(76.0)</td>
<td></td>
</tr>
<tr>
<td>1-model</td>
<td>yes</td>
<td>94.0</td>
<td>93.8</td>
<td>96.0</td>
<td>95.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(75.1)</td>
<td>(74.0)</td>
<td>(78.2)</td>
<td>(76.7)</td>
</tr>
<tr>
<td>2-model</td>
<td>yes</td>
<td>94.0</td>
<td>93.9</td>
<td>96.0</td>
<td>95.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(75.1)</td>
<td>(74.2)</td>
<td>(78.1)</td>
<td>(76.8)</td>
</tr>
</tbody>
</table>

Table 2 – Evaluation (f-score in percentage) : general tagging score with MWU tagging score in parenthesis.
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