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Abstract—Motion capture and pose estimation of human beings is a highly active research area and is related with various applications in many different fields such as 3D character animation, surveillance or human-machine interfaces. A specific problem of these two last applications is the pose and motion estimation of the subject, i.e. understanding which action, among a predefined set, the subject is performing. In this paper, we propose a new high level pose description method based on set of relative body part information, easily understandable by humans, such “above/below” or “between/on each side of”. From this pose description, we introduce two kinds of usage: the recognition of a pose described by the user and the detection of poses similar to a set of samples.

I. INTRODUCTION

Human motion analysis is a very active and still challenging research topic that involves many applications ranging from computer interfaces to human behavior understanding. Both acquisition device and analysis method depend on the application and the level of abstraction required. Some applications such as virtual reality or sign language require fast and accurate elementary motion description whereas human behavior description and understanding or content-based video retrieval may involve more complex gesture analysis to recognize human motion patterns. Human motion analysis is also highly related to visual surveillance techniques that is also a very active research topic.

Motion analysis is strongly related to motion capture, that can be performed from specific devices as well as from a single 2D video sequence. Moeslund et al. [1] present a very complete overview of recent motion capture techniques specifying if the methods estimate the pose and perform recognition. For more information about motion capture, this article also refers to previous surveys in the field.

Among all the gesture analysis methods overviews, we can highlight the survey of Mitra and Acharya [2] that presents recent works on the analysis of hand and arm gesture as well as on facial expression. Ji and Liu [3] also present an overview of view-invariant human motion analysis, dealing with the methods that remain unaffected by different view points of the camera. They distinguish the pose representation and estimation (i.e. how to estimate a 3D pose from individual image in a sequence) to the action representation and recognition (i.e. how to estimate a human action pattern).

More generally, we can differentiate the cases where the input data is computed from a 2D video stream, from a multi-view method or from a specific motion capture device. We can also notice that most of the gesture recognition methods are based on markov chains, neural networks, particle filtering or statistical modeling.


In this article, we present a new pose description approach using set theory as a mathematical support. The pose description is based on a set of local relationships between human body parts. Put together, these local relationships design a global description of the subject. Furthermore, these relationships are designed to be directly understandable by humans expressed in natural language. These characteristics provide an interesting framework for the description of a specific pose in natural language or by a set of samples.

The rest of the paper is organized as follows: in Sec. II, we define what information we have in input and explain the choice of the features we use for our descriptor. In Sec. III and Sec. IV, we introduce respectively the axis-based and betweeness relations. Once our descriptor is fully described, we propose different similarity measurement on it in Sec. V, and a syntax for its conversion in natural language in Sec. VI. Finally, we provide some results of their application in Sec. VII.

In the following parts, we refer to “human body parts” any elements to be identified and described by a 3D position and a name. Indeed, our method is not limited to human body description and is also well suited to deal with any subjects. This particularity is due to the high-level description of the user-based constraints and to the fact that the sample-based pose definition is fully automatic.

II. POSE DESCRIPTION

In this section, we introduce a pose description based on local relations between 3D body part positions. We first define the input data required for our pose description, then we present the relations on which our description is based. Finally,
we propose a technique to store these relations in order to obtain our pose description.

A. 3D Subject Information

In the case of human body, we consider the 3D positions of the following body parts: head, torso, crotch, hands, elbows, shoulders, knees and feet. Such information can be provided from multi-camera systems (e.g. using the methods proposed by Caillette and Howard [8], Michoud et al. [9] or Menier et al. [10]) or by specific devices like Kinect, with an appropriate library. We also consider that the floor normal orientation is known, such we can compute a set of orthogonal vectors, providing intuitive orientations for relative position definitions:

- the altitude vector, directly provided by the floor normal.
- the right vector, defined using the position of the two shoulders, and parallel to the floor.
- the body orientation vector, defined as being orthogonal to the two other vectors.

This input information is depicted in Fig. 1.

B. Intuitive Relations

A standard way to define feature description consists on a set of measures between parts, i.e. distances or angles, as presented by Kleinsmith and Bianchi-Berthouze [11].

Another approach, proposed by Müller et al. [12], consists in describing the pose using boolean features expressing geometric relations between certain body parts. For example, whether the right foot lies in front of or behind the plane spanned by three others specific body parts.

Our approach belongs to this latter, since we use boolean features for the description. However, two points differentiate our approach from the Müller et al. method. First, instead of selecting a subset of the geometric relations, our description include all of them, in order to be able to search for any defined relation between parts. The second difference concerns the kind of relations used for the description. In our case, we will use relations which can be easily expressed in natural language, in order to efficiently translate requests of users into conditions on relation set.

Such relations are more intuitive than measures to describe a pose and closer to a natural language: for example, it is more usual and easy to say that a subject has a hand above the head, rather than the subject has a hand at a distance from the head and the angle between the normal on the floor and the vector head-hand.

Naturally, one can argue that the use of relations, instead of measures, induces lower accuracy. However relations present some advantages, such as to be scale invariant, contrary to distances. Furthermore, according to the motion capture method used and to the input images resolution, a relation estimation between the body parts is less subject to noise than a measure. Considering these facts, the difference of accuracy between the use of measures and the use of relations is not so problematic.

In the following parts, we propose two kinds of relations: axis based relations, which describe the position of a part in regard to another and betweenness relations, which describe the position of a part, in regard to the position of two others.

III. AXIS BASED RELATIONS

An axis based relation is a binary relation between two points in regard to their orthogonal projection on a given axis.

A. Intuitive Axis Definition

For the needs of our application, we will define three vectors forming an orthogonal base, and representing three intuitive orientations for human pose description. These vectors are defined using both the floor orientation and the body orientation. For each axis $\vec{X}$ defined in this paper, we denote the unitary vector of this axis by $\vec{\hat{X}}$.

The vertical axis is a very usual axis, measuring the distance to the considered point from the floor. This axis (denoted $u$) is a line normal to the floor, that has as origin an arbitrary point of the floor and which orientation is from the floor to the ceiling. The vector $\vec{\hat{u}}$ is depicted by the arrow “altitude” in Fig. 1.

In order to define the right and left directions, we can consider the axis $\vec{r}$ supported by the projection on the floor plan of the vector defined from the left shoulder to the right shoulder. By definition, $\vec{\hat{u}}$ and $\vec{\hat{r}}$ are orthogonal. The vector $\vec{\hat{r}}$ is depicted by the arrow “right” in Fig. 1.

Finally, we can define the axis $\vec{f}$ representing the orientation of the torso, such that $\vec{\hat{f}} = \vec{\hat{u}} \times \vec{\hat{r}}$. The vector $\vec{\hat{f}}$ is depicted by the arrow “body orientation” in Fig. 1.

B. Positional Axis Based Relation

For two distinct projected points belonging to an axis, one of them will always have a greater measure than the other. Thus, for a given axis $\vec{X}$, the positional axis based relation for two points $p_1$ and $p_2$ will be in the form: “the measure of the orthogonal projection of $p_1$ on $\vec{X}$ is greater than the
measure of the orthogonal projection of \( p_2 \). We denote this relation by \( X(p_1, p_2) \).

Considering the three axis defined at the beginning of the section, we can introduce three positional axis based relations. For two points \( p_1 \) and \( p_2 \):

- \( p_1 \) is above \( p_2 \) if and only if \( u(p_1, p_2) \).
- \( p_1 \) is on the right of \( p_2 \) if and only if \( r(p_1, p_2) \).
- \( p_1 \) is in front of \( p_2 \) if and only if \( f(p_1, p_2) \).

C. Distance on Axis Based Relation

In order to improve the accuracy, we propose to add relations, in order to differentiate when two parts are close or far in regard to an axis. Let us consider a distance \( \delta \), which is considered as constant for each human body and equal to half the distance between the two shoulders. For two points \( p_1 \) and \( p_2 \), and for an axis \( X \), \( p_1 \) and \( p_2 \) are far from each other on \( X \) if the distance between their projection on \( X \) is higher than \( \delta \). We denote this relation by \( X_{\delta}(p_1, p_2) \).

IV. BETWEENNESS RELATIONS

Betweenness relations are ternary relations between three points, considering that one of them is between the two others. For robustness purposes, the main problem is to find a definition of betweenness relation which is not too restrictive nor too permissive. Indeed, an efficient betweenness relation would provide at least one positive response for a large panel of configurations of three points and at most one positive response for a set of three points.

A usual definition of a betweenness ternary relation is based on collinearity [13]: a point \( p_3 \) is said to be between two other points \( p_1 \) and \( p_2 \) (denoted by \( B,(p_1, p_2, p_3) \)) if \( p_3 \) belongs to the segment \( p_1 p_2 \). However, this definition is too restrictive. This relation is illustrated in Figure 2(a). On the other hand, we could say that a point \( p_3 \) is between \( p_1 \) and \( p_2 \) (denoted by \( B_\delta(p_1, p_2, p_3) \)) if its orthogonal projection on the line \((p_1 p_2)\) is between \( p_1 \) and \( p_2 \). In this case, the problem is that there exist triplets \((p_1, p_2, p_3)\) such that each point is between the two others (for example, the three vertices of an equilateral triangle). Thus, \( B_\delta(p_1, p_2, p_3) \) is too permissive. This relation is illustrated in Figure 2(b).

We propose a definition which is not too restrictive and which gives at most one possibility of “betweenness” for three points \( p_1, p_2, p_3 \): consider the unique ball \( B \) defined by the unique ball with diameter \( p_1 p_2 \) minus the unique sphere with diameter \( p_1 p_2 \) (i.e. the open ball with diameter \( p_1 p_2 \)). The point \( p_3 \) is between \( p_1 \) and \( p_2 \) (denoted by \( B(p_1, p_2, p_3) \)) if and only if \( p_3 \in B \). This relation is illustrated in Figure 3. An other formulation is that \( p_3 \) is between two points \( p_1 \) and \( p_2 \) iff the angle between \( p_3 p_1 \) and \( p_3 p_2 \) is greater than \( \frac{\pi}{2} \). This definition is easy to use in our context and provides a unique result for a wide set of configurations of three points. Indeed, all the configurations where the 3 points are the vertices of obtuse or right triangles lead to a unique result. In the case of an equilateral triangle, none of the three vertices is considered as between the two others.

In the following parts, \( B(p_1, p_2, p_3) \) will be the only ternary relation we will use, hence we can shorten it as \( B(p_1, p_2, p_3) \).

V. COMPARISON OF POSE DESCRIPTIONS

In this section, we propose several similarity measurements between two pose descriptors. These similarities between poses can be defined with the computation of a distance between the two sets of their relations.

A. Distance between Poses

In order to estimate the similarity between two poses, we propose to use the Jaccard distance between their relation sets. The Jaccard distance between \( R_1 \) and \( R_2 \) is computed as following:

\[
d(R_1, R_2) = 1 - \frac{|R_1 \cap R_2|}{|R_1 \cup R_2|}
\]

Notice that such distance is normalized: \( d(R_1, R_2) = 0 \) if \( R_1 \) and \( R_2 \) are equal, and \( d(R_1, R_2) = 1 \) if they are disjoint.

Some examples of poses\(^1\) at different distances from a sample pose are depicted in Fig. 4.

\(^1\)Data sets from MIT (http://people.csail.mit.edu/drdaniel/mesh_animation/)
some applications using intersection of several poses descriptors, or their union. Thus, we want to be able to detect if the intersection is included in another pose (in the first case), or if a pose is included in the union (in the second case).

For this purpose, we can use a variation of Jaccard distance, the inclusion measurement, in order to measure the inclusion of one of the pose descriptor in the other. This measurement is defined as following:

\[
\text{im}(R_1, R_2) = 1 - \frac{|R_1 \cap R_2|}{\min(|R_1|, |R_2|)}
\]

Contrary to the Jaccard distance, the inclusion measurement is not a distance, as the triangular inequality is not preserved.

VI. SYNTAX FOR POSE DESCRIPTION

A significant property of the proposed relations is that they are easily understandable by users and close to those used in a usual description in a natural language. Thus, it is easy to convert a natural description of relative positions of body parts into conditions on the relation set \( \mathcal{R} \), e.g.:

- the subject has the left hand above the head: \( u(\text{hand}_l, \text{head}) \in \mathcal{R} \)
- the subject has the head between its hands: \( B(\text{hand}_l, \text{head}, \text{hand}_r) \in \mathcal{R} \)

A. Implicit Relations

In addition, we can obtain more complex relations than those contained in the descriptor, using combinations of them. For two body parts \( p_1 \) and \( p_2 \):

- \( p_1 \) is far on the right of \( p_2 \) if and only if \( r(p_1, p_2) \in \mathcal{R} \) and \( \text{fs}(p_1, p_2) \in \mathcal{R} \). We denote this relation by \( R(p_1, p_2) \).
- \( p_1 \) is far above \( p_2 \) if and only if \( u(p_1, p_2) \in \mathcal{R} \) and \( \text{fs}(p_1, p_2) \in \mathcal{R} \). We denote this relation by \( U(p_1, p_2) \).
- \( p_1 \) is far in front of \( p_2 \) if and only if \( f(p_1, p_2) \in \mathcal{R} \) and \( \text{fs}(p_1, p_2) \in \mathcal{R} \). We denote this relation by \( F(p_1, p_2) \).
- \( p_1 \) is close to \( p_2 \) if and only if \( \text{fs}(p_1, p_2) \notin \mathcal{R} \) and \( \text{us}(p_1, p_2) \notin \mathcal{R} \). We denote this relation by \( C(p_1, p_2) \).

B. Syntax Definition

We have now defined eleven relations: the seven contained in the descriptor and the four explicit ones. We can also defined their opposite very simply. Combining such relations, which can be directly convert from natural language, with boolean operators, like \( \text{AND}, \text{OR}, \text{XOR}, \) and \( \text{NOT} \), we obtain a syntax providing a good description of any kind of pose and still easily understandable by the user. In order to lighten the writing of the syntax, we propose to do the following replacements for any relation \( x \):

- \( x(p_1, p_2) \) instead of \( x(p_1, p_2) \in \mathcal{R} \)
- \( \text{NOT } x(p_1, p_2) \) instead of \( x(p_1, p_2) \notin \mathcal{R} \)

Here are some examples of pose definitions with this syntax:

- the head is between the hands, at closely the same altitude: \( B(\text{hand}_l, \text{head}, \text{hand}_r) \text{ AND } u_0(\text{hand}_l, \text{head}) \text{ AND } u_0(\text{hand}_r, \text{head}) \)
• only one hand above the head:
  \( u(\text{hand}_l, \text{head}) \) XOR \( u(\text{hand}_r, \text{head}) \)

• at least one hand close to the torso:
  \( C(\text{hand}_l, \text{torso}) \) OR \( C(\text{hand}_r, \text{torso}) \)

VII. APPLICATION FOR POSE RECOGNITION AND RESULTS

An interesting application for our pose description is the pose recognition for human-machine interfaces or surveillance applications, as the pose descriptor as well as the comparisons can be easily performed in real time. Indeed, for an implementation in C++ running on an average computer (dual core 2.8GHz), the computation of a pose descriptor is done in less than two milliseconds. Depending on the structure used for the representation of the relation sets, between 10000 and 100000 distance computations between two poses can be performed in one second, and over 10000000 conditions on a pose descriptor can be tested.

We propose two ways to define the poses which have to be detected:

• using the syntax defined in Sec.VI
• using a set of samples

In our experiments, all the samples and detections are done using Kinect.

A. Pose Recognition from Syntax

In order to test the efficiency of the syntax description, we defined a set of simple descriptions, using those introduced in Sec. VI-B and the following ones:

• two hands far in front:
  \( F(\text{hand}_r, \text{torso}) \) AND \( F(\text{hand}_l, \text{torso}) \)

• right foot up:
  \( u(\text{foot}_r, \text{knee}_l) \)

• crossed arms:
  \( R(\text{hand}_l, \text{hand}_r) \)

some results of pose detection using these descriptions are shown in Fig. 5. The accuracy of the results depend on different parameters: the accuracy of the motion capture method, its robustness to quick movements, and the precision of the floor normal definition. In our case, the use of Kinect provides good results in regard to the quality of the motion capture. Of course, sometime the tracking failed resulting in false positives (around 10 percent of the utilization time), but in other cases the detection is working efficiently. The other sensitive point is the positioning of the device, providing an inaccurate floor normal, resulting on some lack of accuracy on the altitude axis based relations.

B. Pose Recognition from Samples

An alternative to the description by syntax is the description by samples: we provide in input a set of poses having in common the pose specificities we want to detect. The intersection of all their relation sets preserves only their common part, and thus what we want to detect. We can combine the use of samples with a restrictive relation set, for example in order to take into consideration only the upper part of the body, or only a sub set of relations. Figure 6 shows the set of poses used for our tests of pose recognition by samples. The detection is performed with the inclusion measurement between the current pose and the intersection of the samples: if it is equal to 0, it involves that the current pose contains the same common part that all the samples, and thus what we want to detect.

Figure 7 show the detections of recorded poses (those illustrated in Fig. 6) obtained for different poses.

The recognition from sample is more robust than the one from syntax, due to the fact that the samples are captured with the same device/method which is then used for the detection. However, it is more restrictive, as it cannot be used to described relations like “at least one of the arms” or “only one of the feet”.

![Fig. 5. Examples of poses detected using syntax description.](image)
This paper presents a new approach to describe the 3D pose of a subject using local and simple relationships between the subject parts, namely the axis-based and betweenness relations. We show that using a set of these relations is an efficient tool to represent a pose as well as to compute a similarity between two poses. Indeed, we present a bunch of rules that can describe a 3D pose. These rules can be defined intuitively since they look like a natural language. We also show that our method is well suited to compare different 3D poses. We introduce a similarity measure to express this difference. Our results shows that the pose computation and identification run in real-time.

As a future work, we plan to extend our method to handle more complex gesture recognition. A possible approach would be to take a leaf out of the papers of Lv et al. [14] or Weinland et al. [15] that define a path of state to recognize human motion patterns. As in this paper, we want to keep real-time processing to ensure the compatibility of our method with some human machine interfaces.
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