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Abstract—This paper adresses the problem of clustering dy-  The paper is divided into 4 sections. First, we describe
namic collections of web documents. We show an iterative how a document is represented in our system, on the basis of
algorithm based on a fine-grained keyword extraction (simpt, 5 keyword extraction process. Then, we detail our real-time

compound words and proper nouns). Each new document in- lassificati lqorithm. Next h imol tati
serted in the collection is either assigned to an existing ats classilication aigorithm. Next, we show some impiementatio

containing documents of the same topic, or assigned to a newdetails on our system, that is, finally, evaluated.
class. After each step, when necessary, classes are refinesing

statistical techniques. The implementation of this algothm was II. DOCUMENT REPRESENTATION
successfully integrated in an application used for Informaion
Intelligence. In the Space Vector Model (SVM) approach, documents

are represented as vectors. Each dimension corresponds to
a unique term in a collection of documents. For a given
NFORMATION on the web continously evolves as newlocument, a dimension is the importance weight of the cor-
documents on new topics are made available everydagsponding term in the document and generally depends on
Nevertheless, standard classification algorithms are llysudhe frequency of the term. For space and speed efficiency
best-suited for static collections of documents and are n@@asons, itis often of great interest to limit the numbeeaofits
optimized for dynamic ones. Indeed, generally, each timewdth non-zero weights. In the following, we call these terms
new document arrives, the representations of all classastba keywords. This section is devoted to the extraction and the
be recalculated. This paper adresses this problem by basgri weigthing of keywords for each web document to be classified.
a fine-grained clustering system on dynamic sets of web docu-
ments. Its implementation is driven by real industrial reed A. Keyword candidate recognition

Information Intelligence. It requires a real-time clagsifion Keywords are usually limited to stemmed or lemmatized
procedure as thousands of new documents arrive everydgyyq okens. More and more studies show that the use of
Classes (or clusters) must correspond to precise events,fie complex forms like named entities (e.g. proper nouns) o
topics. They are not predefined in advance as news constagily bigrams (trigrams) may improve the system quality. In
changg. ) ) . this paper, we propose to augment the set of standard terms
In this paper, we show aiterative algorithmbased on a yith compound nouns and proper nouns. Compound nouns

fine-grained keyword extractor taking compound and propgfe recognized by dictionnary look-up and proper nouns by

nouns into account. Each new document processed is eitpgry, grammar application. For compounds, we used Unitex

assigned to an existing class containing documents of fAgqe_scale morphological resources [4] available foiios
same topic, or assigned to a new class if no classes match iy ages. These resources were built manually since the 90
document topic. After each step, when necessary, the madifig, jinguists. They also indicate the lemma of each word, so it
classes are refined using statistical technlques_ by [1]. qgrpossible to lemmatize each compound word: e.g. complex
method can be compared to [5], that was also implementgeh, atried patatowould stand for compountiied patatoes
with strict time efficiency requirements. Resources also include information on internal structures
Our method is different from standard methods usiag this allows for selecting compounds with specific internal
meansalgorithm and its extensions, that assum a fixed numhgg,ctyres. Proper nouns are recognized with the use o loc
(k) of classes and have to recompute classes at each Ss{eBmmar in the form of a finite-state graph [3], [8]. The graph
Such approach is unappropriate to our problem. Standagdighiy represents sequences of capitalized words Jiten
agglomerative algorithms are also hardly applicable beeausyith Sequences likMarme-la-Vallée Mohammed al Cherif
in our system all documents are not known initially are also recognized. These grammars are contextualized so
This work was partly funded by the company Xeres that utterancén Paris located at the beginning of a sentence,
INote though the experiments in [2] on the use of agglomeratigorithm should .not be Con5|der_ed_ asa prpper noun. The named entity
for real-time clustering. recognized should be limited tearis.

I. INTRODUCTION
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B. Keyword filtering and weigthing French wordvin rouge (red wine) can be reduced iouge
In order to improve efficiency, we limited document term§€d)- Some compounds cannot be reduced apalte-parole
to relevant keywords by filtering candidate terms with a rdixe(SPokesman). _
linguistic and statistical approach. First, it is well-kmothat ~ The filtering process of simple and compound nouns con-
the main semantic information is contained in nouns, ver§$ts in discarding any of them the We'ght.Of which is lower
and adjectives of texts. Keywords are even often reducedf@n a threshold. Proper nouns are not filtered. After some
nouns. In our case, we applied the morphosyntactic taggePerimental tests, we observed that some recurrent non-
TreeTaggel7] and kept only the lemmas of the nouns in th&elevant words (often, terms in the domain of informatics)
document. were not removed by the filtering process. We then manually
This linguistic process is not sufficient and can be combiné@rmed a stop word list including these words in order to eefin
with a statistical filtering. Usually, each term is given aigiw.  the process. o _
For each document, the filtering process then keeps only thé©r €ach document, the filtering process results in a vector
terms with the best weights. A very well estabished weightirfach dimension of which corresponds to a unique keyword
schema is TF.IDF [6]. For each documepta termi is N the collection. Each dimension is the frequency of the

assigned a weighb;;: corresponding keyword in the document. Although many
systems used TFIDF to measure the weight of keywords, we
w;j = TFIDF(i,j) = tf;; - log N chose to keep the frequency because the TFIDF would depend
Ni on a static external statistics independent of the topichef t

wheretf;; is the frequency of term in documentj, N is subjects processed. In addition, after a strict filteringcpss,
the number of documents in the collection aid is the the frequency is a good indicator of the importance of a term.
number of documents where terimoccurs. We applied this
term weighting schema by using an external collection of
documents, because the entire collection to be classified idl he classification approach uses a single-pass algorithm. |
not known at the beginning of the process. We used a stdfil€S o assign a class (an existing one or a new one) to each
collection of web documents randomly extracted from newW document. If the new document has been included in
documents on the web. The main drawback with this collecti@® €xisting class, this class might need some refinements: (1
is that it is independent of the main topic of the processé@erge with others whether they have become very similar to
documents and is limited to general language. each others or (2) split whether it has become incoherent.

In order to deal with unknown Wor_ds (words occurring |rA Class projection
the document processed, but absent in the external colgcti
we slightly smoothed the term weight formula like in:

IIl. CLASSIFICATION

A class is defined by the set of documents belonging to it. It
is represented in the term space by the centroid of the \&ctor
g N+1 of all its documents. The dimensiaf; corresponding to the

N; +1 importance weight of a termin a classj is defined by:

The term frequencyf;; is defined by the number of terms S pec, Wik
1 occurring in document normalized by the size of document Cij = T]
4 (number of terms). If a term is not in the external collection J
its weight cannot be null in a text where it occurs. MoreovewhereC; is classj and K is the number of documents @;.
this enables the weight to be independent of the size of thelike for document representation, it is of great interest
document processed. to reduce the size of the term space. For instance, there
This weighting schema was not entirely relevant for confhight be many terms in common amongst classes because
pound nouns. Compound nouns can also be reduced to on@lbglocuments are of the same general topic. These terms are
some of their components: e.green cardcan be reduced to Useless to discriminate classes. As a consequence, thdyecan
card. In a text block whergreen cardoccurs, an occurrenceremoved from the term space. A way to filter such terms is to
of card is also potentially a reference to the entifieen card Use a weighting schema ressembling TFIDF, the normalized
Therefore, it sounds relevant to augment the weight of sugini-index introduced in [1]. It measures the discrimingti
a term by the weight of its internal nouns (in the exampl¥@lue of a term in the set of classes.
card). So the weightw;; of a compound nour including k Let's assume that the collection of documents can be

wij = tfij . 10

nouns (Vi, Na, ..., N}) in a documeny is classified inK classes. Lefp; be a function which takes a
n term as an argument and returns the weight of this term in
wi; = TFIDF(i,j) + ZTFIDF(Nk,j) classi. It is defined as follows:
k=1 fi(z)
Note that this weighting schema is not always relevant. For pi(z) = ZK 1fj($)

instancepank cardcannot be reduced toank This technique J=t ny
would require refinement by keeping only the head noun. Butwhere f;(x) is the number of occurrences of termin the

this is not always accurate or/and sufficient. For instanaggcuments ofC; and n; is the total number of terms in the
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documents ofC;. If a term z is considered as noise;(z) Algorithm 1 _Merging a clusterc with similar clusters in
should be close ta/K for all classes. clusterSet with thresholdT"

The normalized gini-index of term is then defined as: repeat
for clusterx € clusterSet do

if similarity(x,c) > T orc C z then

gini(x) =1— removez from clusterSet
c=cUx
For each term, if gini(x) is lower than a fixed threshold, end if
z is discarded from the term space of all classes. end for

. ) addc in clusterSet

B. Class assignation until clusterSets is modified
The classification algorithm is a standard single-pass-algo
rithm as in [5]. It classifies one document at a time and assign

it to the most similar class. The similarity is measured by trg-

'c:osme l:k)]et\?/een .:hi docu-mer?t vector anhd the class cl:len;ri)é ether; (2) a class can become incoherent and it might be
or each class, It the cosine is greater than a manually-fixggg | 1 split it. Standard clustering algorithms like keams

threshold, the class is added to the candidate class Iitﬂdsortakes this phenomenon into account: they iteratively refiee
by decreasing similarity to the document. Once all class®® hjia| clustering until a certain stability in the cohesiof the
been compared with the document, there exist three casesy| sters is reached

1) No class is candidate. This means that the topic of |y order to refine our clustering after classifying a new doc-

the new document does not match with the t0pics Qfment, we used the method described in [1]. We implemented

the other classes. We therefore create a new class 0{0@6 operations: merging and splitting classes.

5 g)nmpcised iOf thﬁd?gcfm\?\?t'th N ian the documen tl) Merge classesWhen inserting a new document in an
) ne class Is ca ate. vve then assign the docume Iéx(i)sting class, its centroid is then modified and the class
this class. The class centroid is then recomputed.

) ) .__might have become very similar to another class. They should
3) Two or more classes are candidate. A simple solution g y y

o k%% merged together. In our system, we consider that two
Fo choose the most S|m.|lar class. Bu.t, .[1] .s.hovyed th lasses should be merged if the cosine between their cdsatroi
in the case where the difference of similarities is small

: . L i$ greater than a manually-fixed threshold. In that case, all
there might exist some similarities between the class

) N Gocuments of the two classes should be gathered in a single

i.e. they share keywords. To best discriminate classe§ . . s .

it is therefore interesting to compare them without thecr ass. The merging method is iterative: the modified class

kevwords in common gur selecr'zion [OCESS CONSISES S successively compared with all classes. If they are amil
yw C P T érlllough, the class is augmented with the documents of the

taking the two best candidate classes (two first in th

Bther class. A class can therefore be merged with several

list) and applying the comparison method in [1] as if; cc0s This process is repeated until the set of classes is
is described below. Once the best class is found, WE e

assign it to the document to be classified and recompute _ . . .
the centroid. 2) Split classesWhen inserting a new document in a class,

the class might become less coherent and should be splitted.

. Let_ 51 and5; be the ce_ntr0|ds of the t\.NO C?‘”d'daFe Classe‘?he coherency of a class can be calculated with the intisscla
Filtering a class centroidS; (S2) consists in nulling the

. ? ; . value. It is defined by the following formula:
dimensions corresponding to words in common betwgen

ilar to another one and it might be useful to merge them

and.S;. The resulting vector is notefl — S, (resp.S; — S1). D cos(d;, d;)
, . . . dqj,djec;di#dj 15 )
Let's now define a dominance property of a class over intra(c) = -
another one with respect to a documé@ntWe say thatS;
dominatesS, if: whered; andd; are documents in clagsandn is the number

. the difference between the similarities §f and S, to Of documents inc. If this value is lower than a manually-
documentT is greater than a manually-fixed thresholdixed threshold ), the class have to be divided into several
Th. sub-classes that would be added to the global set of classes.

. if this difference is lower thafi’h, the similarity between All documents of this class has to be reassigned to various
S, — S, andT is greater than the one betwesp— S; Sub-class by using the method described in subsection. I1l-B

andT. At the initialization stage, an empty set of classesvC is
If S, dominatesS., the class corresponding t6; is create_d. Then,_ we r_:lssi_gn_ er_;lch_ document to the most similar
assigned to the document. class innewC' if their similarity is greater than a manually-
fixed thresholdl;,,. Ts:mn IS required to be greater than the
C. Class refinements one in subsection IlI-B. If no classes are found for a documen

When a document is assigned to an existing class, this nitis added in a new class which is insertedriewC'.
cause two types of side-effects: (1) a class can become veryrhe detailed algorithm is given in figure 2.
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Algorithm 2 Splitting a clusterc in several clusters to bejs often surrounded by noise. Indeed, the structure of a web
inserted in a set of ClUSteYSUStGTSGt, given two threshold page is nowadays more and more Comp|ex_ Documents often

Tic and Ty, include navigation menus, hyperlinks to other pages coming
Require: T§;, greater than threshold used in section IlI-B with a little summary of their content, advertisement, and s
if intra(c) < Ti then on. More and more tools are devoted to this task as it is
newC = {} {empty set of clusters} shown with the organization of the shared task CLEANEVAL
for documentd € ¢ do (http://cleaneval.sigwac.org.uk/).
bestc « findClassf,newC,Tsin) Our module, using the SAX parser to easily read the docu-
if bestc is emptythen ment, is based on simple assumptions. First, the relevsiriste
bestc «— {d} a group of long sentences, to the contrary of navigation menu
else composed of lists of words or short sentences. Secondly, the
bestc — bestcU {d} relevant text has a minimal size in terms of words. Finatly, i
end if is formed of sentences relatively close in terms of tag dista
end for The more there are tags (line break, scripts, ...) between tw
clusterSet «— clusterSet U newC — {c} groups of sentences, the more the second group becomes
end if irrelevant.

For each group of contiguous sentences, if the group is
relevant in terms of size and that it is not too far in terms
IV. | MPLEMENTATION of tag distance from the last relevant group, then it is setéc
A. Overview as relevant. This algorithm is quite simple but we will show
the evaluation section that it works fine.

) Language detectionOur system uses lexical resources
%epending on the language of the document. A module of lan-
uage recognition has been implemented in order to detect it
omatically. It is based on an algorithm identifying fioldien

The clustering method described above has been integraftne
in a real-life application for the French company XERE
devoted to Information Intelligence. This company contisiy
receives RSS feeds of web documents on specific top

(around 10‘0.0(.) docume(;]ts z;day)hgind IS regqud to d'zcoygftors. Intuitively, for each language, there are somkiétalen
emergent opinions, trends about this topic. As the number gt t5 1or never or rarely occurring. They can be extracted

documents t(.) be examined is Very high, they need automay omatically from representative samples of documents fo
tools extracting the global meaning of each document and ., language

classify them in fine-grained clusters.
Our tool takes RSS feeds and clusters of already classified Web document processing
documents as |mput. It produces a new sej[ of _documentl) Keyword extraction taskThe keyword extraction mod-
classes. It contains three main modules all written in RythQ o "takes a url as imput. The document is added to the
(around 1,500 lines Of_ code) and with shell scripts: existing document list. If it already exists, it is not presed
« a module extracting keywords from a web documentg avoid useless operations. The document is then clearted an

(around 1,000 lines of code) its language is detected by the preprocessing stage degcrib
« a module classifying web documents (around 500 lingove. The module loads TF.IDF statistics and lexical re-

of code) sources associated with the corresponding language. Bg usi
« a module for the graphical user interface written ifthe method given in section I, it outputs the best keywords

Python Tkinter (around 500 lines of code) for each type of keywords (simple nouns, compound nouns

The application also calls programs from the platform Uniand proper nouns). This module also extracts a little summar
tex [4] in order to apply large-scale and fine-grained listjoi composed of 5 key-sentences of the text. This summarization
resources. There exists a global configuration file definitgsk is based on the weight of the keywords. We make
the values of the different parameters of the applicatike lithe standard assumption that the more a sentence contains
manually-fixed threshold defined in the previous sectiongiportant keywords, the more it brings information on the te
These values were determined after some tests on differeantent. The weight of a sentence is the sum of the weight of

collections of web documents. its keywords.
. For each processed document, the keyword extraction mod-
B. Web document preprocessing ule produces an HTML page containing the keywords and the

Web documents cannot be processed as is. They need htie summary.
preprocessing stages: extraction of relevant text blocis a 2) Classification task:Given an existing set of document
automatic language identification for later lexical regses clusters (initially empty), a new document is either added t
application. an appropriate cluster or assigned to a new one, by using
1) Web page cleaningThe process of extracting relevanthe algorithm given in section Ill. Note that our program
text blocks in web documents does not only consists aiso removes out-of-date clusters, i.e. clusters that imate
removing HTML tags, because the main textual informatiomeen modified for a certain amount of time. An HTML page
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TABLE |
EXAMPLES OF CLASSES

Topic # documents| simple nouns| proper nouns compound nouns
earthquake in Sichuan| 2 séisme Sichuan flamme olympique
and minute of silence catastrophe | Radio-Canada.ca minute de silence
in the Olympic Games porteur Pékin tremblement de terre
relais Parti communiste politique de réformes
Hurricane in the North| 8 tornade Hautmont solidarité nationale
of France sinistré ministre de l'intérieur | champ de ruines
urgence Premier ministre catastrophe naturelle
logement France info dégats naturels
Death of alpinists 3 alpiniste Wilco Van Rooijen haute montagne
on the K2 sommet Van Rooijen camp de base
mort K2 bloc de glace
metres Reuters tombée de la nuit

containing all clusters is produced. Each cluster is represl « 98% have the totality of the relevant text extracted;
by a list of references to its documents (with keywords ande. 99% have all their menu items removed,;
summary) and 12 representative keywords taken from the. 99% have all information on connected documents re-
cluster centroid (the 4 best for each type of keywords). moved.
The various thresholds of the program are manually fixed although this evaluation is partial, it shows that the ciegn
by users in a configuration file. Users can therefore adjust throcess is effective.
clustering precision with respect to the topic of the docotme e also evaluated the language detection module by ap-
collection or to the size of the existing clusters. Deteindra  plying it on 300 documents, 100 for each language. The
threshold value requires a little period of testing with mp®  percentage of documents the language of which was correctly
collection of documents belonging to the working topic.  detected, reached 99% for French, 94% for English and
After some tests on the program, we decided to makgo, for Spanish. The incorrect detections come from web

some practical changes to optimize computation cost.,Firgbcuments with no or very short texts, li@uTubeones.
the merging class step with two-embedded loops has been

simplified to one loop because the process tended to meRyeClassification evaluation

all documents in one or very few classes. Then, the splitting\y.e made two types of evaluations to measure the quality
class process had to divide them again. Most operations Wgf&,,r classification process: (1) the quality of the desiip
therefore redundant and drastically increased the computiyf the classes (keyword list); (2) the quality of the docutnen
cost. Secondly, in the theoretical algorithm, the ginieRd cjass assignement. The evaluation corpus was composed of
for each term has to be recalculated each time the set16f3 qdocuments all speaking of the French political party
clusters is modified. This operation being costly, we detidg¢;\p and divided by the system into 88 clusters. For the
to recalculate the gini-index only after 100 new documeni§s; evaluation, we asked the evaluators to indicate théitgua
are added in the collection. This does not affect the qualigf the description of each class obtained after inserting al
of the system because the insertion of a single document vggtuments. They had to assign each of them to one of the
slightly modifies statistics for the gini-index. three following categoriesiot or little understandabléNU),
understandablgU), immediate understandinU). Results

are gathered in table II.

Due to the specificity of the task requirements (e.g. creatio For the second evaluation, the evaluators had to indicate
of very fine-grained clusters), our system can hardly be-ev@dr each document, whether it has been assigned to a correct
uated automatically on existing collections used for sttareclass by the system. The system reached a score of 85% of
tasks (e.g. TDT). We therefore asked three independentung@cuments assigned the correct class. There exist two main
evaluators to do this task. None of them were involved in amypes of errors. First, the document was inserted in a clébs w
way in the implementation of the tool. The system was only|ow intra-class value but not low enough to be splittedmiyri
tested on French documents, except for the language detecthe class refinement process. Secondly, it was assigned to a
module (English, French and Spanish). singleton class that should has been merged to another one.
The results obtained are good. Nevertheless, it is very

difficult to evaluate the system because the humber of dasse
As preprocessing stage is not the central point of our paper,

the evaluation of this part is very light and limited to few
documents. First, the web document cleaning process was
applied on 100 documents from different sources (60% from
newspaper sites, 20% from blogs, 20% misc.). The evaluators
determined that, among the documents,

V. EVALUATION

A. Preprocessing evaluation

TABLE Il
QUALITY OF THE DESCRIPTION OF CLASSE$KEYWORD LIST)

Quality rate | NU U V]
Score 45% | 205% | 75 %
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