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Abstract

The particulate composite under consideration consists of arbitrarily shaped micro inclusions embedded in a matrix. The interface between the matrix and each inclusion is imperfect and highly conducting, and corresponds to the case of inclusions coated with a highly conducting material. More precisely, the temperature across the interface is continuous while the normal heat flux across the interface suffers a jump related to the surface flux. The purpose of the present work is to elaborate an efficient numerical tool for computing the effective conductivities of the composite by combining the level-set method and the extended finite element method (XFEM). The elaborated numerical procedure has the advantage of avoiding curvilinear coordinates and surface elements in treating imperfect interfaces. It is first validated with the help of some analytical exact and approximate results as benchmarks. It is then applied to determine the inclusion size and shape effects on the effective thermal conductivities of composites with highly conducting coated inclusions and arbitrary geometries. The elaborated numerical procedure is directly applicable to other physically analogous phenomena, such as electrical conduction, dielectrics and diffusion, and to the mathematically identical phenomenon of anti-plane elasticity.
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1 Introduction

Effective transport properties of a composite can be significantly affected by the presence of imperfect interfaces between its constituents, as shown experimentally by Garret and Rosenberg [9] and Hasselman and Donaldson [11]. In the context of thermal conduction, two imperfect interface models have been widely studied and used in the literature. The first one is the well-known Kapitza’s thermal resistance model, according to which the temperature is discontinuous across an interface and the normal heat flux component is continuous and proportional to the temperature jump across the interface. The second one is the highly conducting interface model, according to which the temperature is continuous across an interface but the normal heat flux component suffers a jump which must verify the Young-Laplace equation. The Kapitza’s thermal resistive interface model (or the highly conduction interface model) can be rigorously derived in an asymptotic way from the physically-based configuration where a very thin lowly (or highly) conducting interphase is situated between two media ([22,21,19,10,4]).

The present work is concerned with the problem of determining the effective thermal conductivities of a particulate composite in which the interface between each inclusion and the matrix can be suitably described by the highly conducting (HC) interface model. This problem has been studied by Torquato and Rintoul [24], Cheng and Torquato [5], Lipton [16], Miloh and Benveniste [19], Lipton and Talbot [17], Duan and Karihaloo [6] and Le Quang et al. [15], among others. These works have been focused on the derivation of analytical exact or approximate closed-form results and limited to the case where inclusions are of uniform size and simple geometrical shape. Quite different from the previous ones, the present work has the purpose of elaborating an efficient numerical procedure for computing the effective thermal conductivities of a particulate composite in which the inclusions have different sizes and arbitrary shapes and the interfaces are highly conducting. To achieve this purpose, we shall first formulate the problem in the weak form and then solve it by combining the level-set method (LSM) and extended finite element method (XFEM).

From the numerical point of view, using both LSM and XFEM to deal with imperfect interfaces such as the HC interface presents two important advantages. First, since an interface is described as a level set of a function defined in an Euclidean space, no curvilinear coordinates are needed. Second, since the discontinuities across an interface are modeled by enriching the relevant finite element fields with appropriate discontinuous functions, a regular mesh-
ing suffices and no surface elements are required. For more details on XFEM and its combination with LSM, we refer to [3,2,20,23]. The present work can be viewed as a continuation of our previous one [25] where a numerical approach was proposed to compute the effective elastic properties of multiphase materials with elastic coherent interfaces. However, that work was limited to the two-dimensional (2D) elasticity whereas the present one concerns the three-dimensional (3D) thermal conduction.

The elastic counterpart of the HC interface model is the interface stress model (see, e.g., Gurtin and Murdoch [8]; Benveniste [4]; Yvonnet et al. [25]). According to the latter, the displacement vector is continuous across an interface, the traction vector across the interface is discontinuous and verifies the corresponding Young-Laplace equation, and the interface stress tensor is related to the interface strain tensor by the two-dimensional Hooke law. It is known (see, e.g., [18]; [13]) that the interface stress model is suitable for characterizing the elastic effects of interfaces/surfaces in nano-structured materials. However, the thermal effects of interfaces or surfaces in these materials seem to be much more complex (see, e.g., [14]; [1]), so that they could not be described by the HC interface model. Therefore, the numerical procedure proposed in the present paper is well suited for composites with micro-inclusions but not for nano-inclusions.

The paper is organised as follows. In the next section, the physical setting and local governing equations of the problem under investigation are specified and the weak form suitable for a numerical treatment of the problem is established. In section 3, how to numerically solve the problem by employing and implementing LSM and XFEM is detailed. In section 4, the numerical procedure elaborated in section 3 is first tested and validated with the help of some analytical exact and approximate results as benchmarks. It is then applied to studying the inclusion size and shape effects on the effective thermal conductivities of particulate composites with inclusions coated by highly conducting material. A few concluding remarks are drawn in the last section.

2 Physical setting and mathematical formulation of the problem

2.1 Local constitutive laws and balance equations

The particulate composite under investigation consists of a matrix in which micro-sized inclusions are embedded. Let \( \Omega \) be the domain occupied by a representative volume element (RVE) of the composite in a three-dimensional (3D) Euclidean space \( \mathbb{R}^3 \) and let \( \partial \Omega \) be the boundary of \( \Omega \). The subdomain of \( \Omega \) associated to the matrix is denoted by \( \Omega^{(2)} \), the subdomains of \( \Omega \) corresponding
Fig. 1. Replacement of an interphase by an imperfect interface; (a) three-phase problem; (b) two-phase problem with imperfect transmission conditions.

to the inclusions are collectively designated by $\Omega^{(1)}$, and the interface between $\Omega^{(1)}$ and $\Omega^{(2)}$ is inside $\partial \Omega$ and symbolized by $\Gamma$.

The materials forming the matrix and inclusions of the composite are assumed to be individually homogeneous and the interface between the matrix and inclusions is taken to be imperfect and more precisely to be HC. We denote by $T^{(i)}$ and $\mathbf{q}^{(i)}$ the temperature and heat flux vector fields respectively over $\Omega^{(i)}$ ($i = 1, 2$). Since the interface $\Gamma$ is HC (see, e.g., [19]), the temperature field is continuous across $\Gamma$, i.e.,

\[
[T]^\cdot = T^{(2)} - T^{(1)} = 0 \quad \text{on} \quad \Gamma,
\]

but the heat flux vector jumps across $\Gamma$, i.e.,

\[
\mathbf{q}^\cdot \cdot = (\mathbf{q}^{(2)} - \mathbf{q}^{(1)}) \cdot \mathbf{n} \neq 0 \quad \text{on} \quad \Gamma.
\]

Above and hereafter, the jump of any quantity $\mathbf{v}$ across $\Gamma$ is defined by $[\mathbf{v}] = \mathbf{v}^{(2)} - \mathbf{v}^{(1)}$ and $\mathbf{n}$ represents the unit vector normal to $\Gamma$ and directed from $\Omega^{(1)}$ into $\Omega^{(2)}$.

For later use and without loss of generality, let the interface $\Gamma$ be characterized by a function $\phi : \mathbb{R}^3 \rightarrow \mathbb{R}$ as its zero-level set:

\[
\Gamma = \{ \mathbf{x} \in \mathbb{R}^3 \mid \phi(\mathbf{x}) = 0 \}.
\]

The unit vector normal to $\Gamma$ is then calculated via the gradient $\nabla \phi$ of $\phi$ by

\[
\mathbf{n}(\mathbf{x}) = \frac{\nabla \phi(\mathbf{x})}{\| \phi(\mathbf{x}) \|}
\]

provided $\nabla \phi(\mathbf{x}) \neq 0$ for every $\mathbf{x} \in \Gamma$. Next, we introduce two complementary orthogonal projection operators $\mathbf{P}^\perp(\mathbf{x})$ and $\mathbf{P}(\mathbf{x})$ by

\[
\mathbf{P}(\mathbf{x}) = \mathbf{I} - \mathbf{P}^\perp(\mathbf{x}) = \mathbf{I} - \mathbf{n}(\mathbf{x}) \otimes \mathbf{n}(\mathbf{x})
\]
where \( \mathbf{I} \) is the second-order identity tensor. Geometrically, \( \mathbf{P}^\perp(x) \) corresponds to the projection along the normal to \( \Gamma \) at \( x \), and \( \mathbf{P}(x) \) to the projection on the plane tangent to \( \Gamma \) at \( x \).

Within the framework of steady thermal conduction and in the absence of heat source, the bulk energy conservation equation reads

\[
\text{div} q^{(i)} = 0 \quad \text{in} \quad \Omega^{(i)},
\]

and the interface energy conservation equation takes the form

\[
-\text{div}_s q_s = (q^{(2)} - q^{(1)}) \cdot \mathbf{n} \quad \text{on} \quad \Gamma
\]

where \( q_s \) is the interface heat flux vector field defined on \( \Gamma \) and tangent to \( \Gamma \). Equation (7) is the well-known Young-Laplace one. In (7), \( \text{div}_s(\bullet) \) is the surface divergence operator given by

\[
\text{div}_s w = \text{tr} \left( \mathbf{P} \nabla w \right) = \mathbf{P} : \nabla w
\]

for any differentiable vector field \( w \) defined on \( \Gamma \).

The materials forming the matrix and inclusions are assumed to comply with the Fourier law. Thus, the local thermal conduction law reads

\[
q^{(i)}(x) = -K^{(i)} \nabla T^{(i)}(x) \quad \text{in} \quad \Omega^{(i)},
\]

where \( K^{(i)} \) is the thermal conductivity tensor of the material constituting the matrix \( (i = 2) \) or the inclusions \( (i = 1) \). In addition, we make the assumption that the thermal conduction of the imperfect interface \( \Gamma \) is also governed by the Fourier law:

\[
q_s(x) = -K_s \nabla_s T(x) \quad \text{on} \quad \Gamma.
\]

In this equation, \( K_s \) is the interface thermal conductivity tensor of \( \Gamma \) having the property that \( K_s = \mathbf{P} K_s \mathbf{P} \) and \( \nabla_s(\bullet) \) is the surface gradient operator given by

\[
\nabla_s \theta = \mathbf{P} \nabla \theta
\]

for any differentiable scalar field \( \theta \) defined on \( \Gamma \). Note that the temperature field \( T \) and its surface gradient \( \nabla_s T \) are well-defined on \( \Gamma \) owing to the continuity condition (1) and fact that \( \nabla_s T = \nabla_s T^{(1)} - \nabla_s T^{(2)} \) on \( \Gamma \).

The temperature field \( T \) and heat flux field over \( \Omega \) can be expressed in terms
of \( T^{(i)} \) and \( q^{(i)} \) by

\[
T(x) = \sum_{i=1}^{2} \chi^{(i)}(x)T^{(i)}(x), \quad q(x) = \sum_{i=1}^{2} \chi^{(i)}(x)q^{(i)}(x),
\]

where \( \chi^{(i)}(x) \) is the characteristic function of \( \Omega^{(i)} \) such that \( \chi^{(i)}(x) = 1 \) for \( x \in \Omega^{(i)} \) and \( \chi^{(i)}(x) = 0 \) for \( x \notin \Omega^{(i)} \). The boundary conditions on \( \partial \Omega \) are in general mixed:

\[
\begin{cases}
q \cdot \nu = -\bar{q}_\nu & \text{on } \partial \Omega_q, \\
T = \bar{T} & \text{on } \partial \Omega_T,
\end{cases}
\]

where \( \nu \) is the outward unit vector normal to \( \partial \Omega \), \( \bar{q}_\nu \) and \( \bar{T} \) are the heat normal flux and temperature prescribed on \( \partial \Omega_q \) and \( \partial \Omega_T \), respectively.

To specify the physical background and the validity domain of the HC interface model used to describe \( \Gamma \), let us consider two configurations as shown by Fig. 1. In the configuration (a), the representative volume element \( \Omega \) consists of an inclusion \( \hat{\Omega}^{(1)} \) inserted in to a matrix \( \hat{\Omega}^{(2)} \) via an interphase \( \Omega^{(0)} \). The interface between \( \hat{\Omega}^{(1)} \) and \( \Omega^{(0)} \) and the interface between \( \hat{\Omega}^{(2)} \) and \( \Omega^{(0)} \) are assumed to be perfect, and the the thickness \( h \) of \( \Omega^{(0)} \) is required to be uniform and very small in comparison with the typical size, say the radius, of the inclusion. In the configuration (b), the interphase is replaced by an interface of zero thickness located at the middle surface \( \Gamma \) of the interphase, and the inclusion and matrix are extended up to the middle surface \( \Gamma \), so as to occupy the subdomains \( \Omega^{(1)} \) and \( \Omega^{(2)} \), respectively. The jump conditions that the imperfect interface \( \Gamma \) has to verify for the configurations (a) and (b) to be physically equivalent were derived first by Sanchez-Palencia \[22\] in a particular case and then by Hashin \[10\] and Benveniste \[4\] in the general situation. When the thermal conductivity tensors, \( K^{(1)} \), \( K^{(2)} \) and \( K^{(0)} \), of the inclusion, matrix and interphase are such that \( \|K^{(0)}\| >> \|K^{(1)}\| \) and \( \|K^{(0)}\| >> \|K^{(2)}\| \), the interphase is said to be HC. In this case, the conditions that the imperfect interface \( \Gamma \) must satisfy are those of the HC interface model detailed above. In particular, the interface thermal conductivity tensor \( K_s \) of \( \Gamma \) can be expressed in terms of \( K^{(0)} \) and \( h \) (see, e.g., \[4\]):

\[
K_s = hS^{(0)} \quad \text{with} \quad S^{(0)} = K^{(0)} - \frac{(K^{(0)}n) \otimes (K^{(0)}n)}{K^{(0)} : (n \otimes n)}.
\]

where \( n \) is the unit normal to \( \Gamma \). When \( K^{(0)} \) is isotropic, i.e. \( K^{(0)} = k^{(0)}I \), it follows from (14) that

\[
K_s = k_s P, \quad k_s = hk^{(0)}
\]
2.2 Weak form

The strong formulation of the thermal conduction in a particulate composite with HC interface is given by (6), (7), (9), (10) and (13). In order to numerically solve this problem, we proceed now to establish the corresponding weak formulation.

Let $\delta T$ be any continuous temperature field over $\Omega$, which is differentiable everywhere except on the interface $\Gamma$ and verifies the boundary condition
\begin{equation}
\delta T = 0 \text{ on } \partial\Omega_T. \tag{16}
\end{equation}

Starting from (6), we can write
\begin{equation}
\int_{\Omega^{(i)}} div q^{(i)} \delta T \, d\Omega = 0 \tag{17}
\end{equation}
with $i = 1$ and 2. Invoking the divergence theorem, using the fact that $\partial\Omega^{(1)} = \Gamma$ and $\partial\Omega^{(2)} = \partial\Omega \cup \Gamma$, and accounting for (7), we deduce from the above two equations that
\begin{align}
\int_{\Omega^{(1)}} q^{(1)} \cdot \nabla (\delta T) \, d\Omega - \int_{\Gamma} (q^{(1)} \cdot n) \delta T \, dS &= 0, \tag{18} \\
\int_{\Omega^{(2)}} q^{(2)} \cdot \nabla (\delta T) \, d\Omega + \int_{\Gamma} (q^{(2)} \cdot n) \delta T \, dS - \int_{\partial\Omega_q} (q^{(1)} \cdot n) \delta T \, dS &= 0. \tag{19}
\end{align}

Adding the foregoing two equations yields
\begin{equation}
\int_{\Omega} q \cdot \nabla (\delta T) \, d\Omega + \int_{\Gamma} (q^{(2)} - q^{(1)}) \cdot n \delta T \, dS + \int_{\partial\Omega_q} \bar{q}_v \delta T \, dS = 0. \tag{20}
\end{equation}

Next, accounting for (7), the precedent equation becomes
\begin{equation}
\int_{\Omega} q \cdot \nabla (\delta T) \, d\Omega - \int_{\Gamma} (div_s q_s) \delta T \, dS + \int_{\partial\Omega_q} \bar{q}_v \delta T \, dS = 0. \tag{21}
\end{equation}

With the help of the identity
\begin{equation}
div_s (\theta w) = \theta div_s w + \nabla_s \theta \cdot w \tag{22}
\end{equation}
holding for a surface scalar field $\theta$ and a surface vector field $w$ on $\Gamma$, equation (21) can be further written as
\begin{equation}
\int_{\Omega} q \cdot \nabla (\delta T) \, d\Omega + \int_{\Omega} q_s \cdot \nabla_s (\delta T) \, dS - \int_{\Gamma} q_s \cdot \nabla_s (\delta T q_s) \, dS = -\int_{\partial\Omega_q} \bar{q}_v \delta T \, dS. \tag{23}
\end{equation}
By hypothesis, $\Gamma$ is a closed surface, so that
\[
\int_{\Gamma} \text{div}_s(\delta T \mathbf{q}_s) \ dS = 0
\] (24)
by application of the Stokes’ theorem. Consequently, equation (21) becomes
\[
\int_{\Omega} \mathbf{q} \cdot \nabla(\delta T) \ d\Omega + \int_{\Gamma} \mathbf{q}_s \cdot \nabla_s(\delta T) \ dS = -\int_{\partial\Omega_q} \tilde{q}_b \delta T \ dS.
\] (25)
This equation holds independently of the bulk and interface conduction laws.

When the bulk and interface Fourier’s laws (9) (10) apply, we introduce them into (25) to obtain
\[
\int_{\Omega} (\mathbf{K}(\mathbf{i}) \nabla T) \cdot \nabla(\delta T) \ d\Omega + \int_{\Gamma} (\mathbf{K}_s \nabla_s T) \cdot \nabla_s(\delta T) \ dS = \int_{\partial\Omega_q} \tilde{q}_b \delta T \ dS.
\] (26)
This is the weak formulation needed for the numerical modelling of the problem under consideration. Note that the second term in the left-hand side reflects the HC interface effect.

3 Discretization of the problem by LSM and XFEM

3.1 Interface normal evaluation

The domain $\Omega$ is discretized by nodes that do not necessarily match the interface $\Gamma$. Here tetrahedra are adopted for meshes, whereas any other elements can be used. Regular meshes can then be taken for parallelepipedic domains, even if the interface is arbitrarily shaped.

The interface $\Gamma$ is defined by (3). Wherever needed, the components of the unit normal vector $\mathbf{n}(\mathbf{x})$ given by (4) can be evaluated by
\[
\mathbf{n}(\mathbf{x}) = \frac{\nabla \tilde{\phi}(\mathbf{x})}{\| \nabla \tilde{\phi}(\mathbf{x}) \|}.
\] (27)
with
\[
\nabla_i \tilde{\phi}(\mathbf{x}) = \sum_{j=1}^{n} \frac{\partial N_j(\mathbf{x})}{\partial x_i} \phi_j,
\] (28)
where $N_j(\mathbf{x})$ are the standard finite element shape functions, $\phi_j$ are the nodal values of the level-set function $\tilde{\phi}$, and $n$ is the number of nodes of an element. In the present paper, we use simple linear finite element shape functions, though
higher-order shape functions can be employed [3]. The above approximation for \( \mathbf{n} \) can then be used to evaluate the components of the projector \( \mathbf{P} \) defined by (5) and involved in the weak form (26).

### 3.2 Discretisation

In the highly conducting interface model, the temperature must be continuous at the interface whereas the normal component of its gradient to the interface is in general discontinuous and the tangential components are continuous. These conditions are now enforced by adding to the standard finite element field an enrichment term as suggested by the XFEM method [20,2]. Thus, the approximation at a point \( \mathbf{x} \) lying in an element \( \Omega_e \) becomes

\[
T^h(\mathbf{x}) = \sum_{i=1}^{n} N_i(\mathbf{x}) T_i + \sum_{j=1}^{m} N_j(\mathbf{x}) \psi(\mathbf{x}) b_j .
\]  

(29)

In the second term of the right side of this expression, \( N_j(\mathbf{x}) \) are the shape functions of the nodes of an element whose support is cut by the interface and \( \psi(\mathbf{x}) \) is a function verifying the discontinuity/continuity at the interface. In Eq. (29), \( T_i \) and \( b_j \) are the coefficients related to enriched elements cut by the interface. In non enriched elements, \( T_i \) represent the nodal temperatures. More details can be found for example in [20,3,23,25], among many papers on XFEM.

From the numerical point of view, the specificity of the present problem is the presence of the internal thermal energy term in Eq. (26) related to the interface. To compute the associated surface integral, we first approximate the interface by triangular facets. For this purpose, we seek for the intersection between the level-set function \( \phi(\mathbf{x}) \) and the tetrahedral mesh. The tetrahedra cut by the interface \( \Gamma \) can be easily detected, as the values of \( \phi \) evaluated at the two nodes of a given edge have opposite signs. The intersection between \( \phi(\mathbf{x}) = 0 \) and the edges of the mesh are then approximated by a linear interpolation of \( \phi(\mathbf{x}) \) based on the mesh. A Gauss integration is then performed on each triangular facet of the interface approximation. In this work, four Gauss points are used in the tetrahedra cut by the interface, one in the remaining tetrahedra and three on each triangular facet of the approximated interface.

Substituting the trial and test functions from Eq. (29) into Eq. (26), and using the arbitrariness of nodal variations, the following discrete system of linear equations is obtained:

\[
(\hat{\mathbf{K}} + \hat{\mathbf{K}}_s) \mathbf{T} = \hat{\mathbf{q}}
\]

(30)
where $\hat{K}$ and $\hat{K}_s$ are the bulk and surface impedance matrices, respectively, $\hat{q}$ is the vector of external flux and $T$ is a vector containing the unknowns associated to classical and enrichment degrees of freedom, according to Eq. (29). More precisely, the matrices $\hat{K}$ and $\hat{K}_s$ and vector $\hat{q}$ are defined by

\begin{align*}
\hat{K}_{IJ} &= \int_\Omega B^T_i \mathbf{K}^{(i)}_b B_j d\Omega, \\
\hat{K}_{sIJ} &= \int_\Gamma B^T_i \mathbf{P} \mathbf{K}_s \mathbf{P} B_j dS, \\
\hat{q} &= \int_{\partial\Omega_b} \mathbf{N}^T \bar{q}_n dS,
\end{align*}

where $\mathbf{B}$ and $\mathbf{N}$ are the matrices of shape functions derivatives and shape functions associated with the approximation scheme (29). More details about practical implementation can be found e.g. in [20,3,23,25].

4 Numerical examples and discussion

4.1 Convergence analysis

We consider a spherical inclusion $\Omega^{(1)}$ of radius $r_1$ coated with a spherical shell $\Omega^{(2)}$ of exterior radius $r_2$. This spherical composite is submitted to a homogeneous temperature gradient field

$$T = \vec{T} = -\mathbf{e}_0 \cdot \mathbf{x}$$

on its boundary $\partial \Omega$ with $\mathbf{e}_0$ being a constant vector. Throughout this paper, we will assume that the bulk materials are isotropic, i.e. $\mathbf{K}^{(i)} = k_i \mathbf{I}$ and that the imperfect interface is also isotropic in the tangent plane to the interface, i.e. $\mathbf{K}_s = k_s \mathbf{P}$. The analytical exact solution of the temperature field for this problem was provided in [15] and is recalled in Appendix 1 to make the paper self-contained. To test our numerical procedure, we compare the obtained numerical solution and the exact one. A cubic box containing the inclusion but included in the spherical shell is cut of the composite sphere. The exact solution of the problem is then prescribed on the boundary of the cubic domain. The cubic domain is meshed with tetrahedra. The spherical inclusion is defined implicitly by a level-set function which takes negative values inside the spherical inclusion, and positive values outside the latter (see e.g. [23]). A convergence analysis is carried out, using different meshes with increasing nodal densities associated with a characteristic element size $h$. For each mesh, we compute the relative energy error norm defined by:
Fig. 2. Effects of the imperfect interface on the temperature field near the inclusion: (a) \( k_s = 0 \ \text{W.K}^{-1} \); (b) \( k_s = 10^{-6} \ \text{W.K}^{-1} \).

\[
\frac{\| T^h(x) - T(x) \|_{E(\Omega)}}{\| T(x) \|_{E(\Omega)}} = \left\{ \int_{\Omega} \left( \nabla T^h(x) - \nabla T(x) \right)^T K^{(i)}(x) \left[ \nabla T^h(x) - \nabla T(x) \right] \right\}^{\frac{1}{2}} \left[ \int_{\Omega} \nabla T(x)^T K^{(i)}(x) \nabla T(x) \right]^{\frac{1}{2}}, \tag{35}
\]

where \( (\cdot)^h(x) \) and \( (\cdot)(x) \) denote the approximated and exact solutions, respectively. The following numerical parameters are used (see Appendix 1): \( r_1 = 1 \ \mu\text{m}, \ r_2 = 3 \ \mu\text{m}, \ k_1 = 1 \ \text{W.m}^{-1}\text{K}^{-1}, \ k_2 = 1 \ \text{W.m}^{-1}\text{K}^{-1} \) and \( e_0 = (0,0,1)^T \). We study the convergence of the numerical solution for different values of the surface conductivity \( k_s \), ranging from \( k_s = 0 \ \text{W.K}^{-1} \) to \( k_s = 10^{-6} \ \text{W.K}^{-1} \). In Fig. 2, the temperature field is depicted in a plane passing through the origin of the inclusion and being parallel to the direction of the prescribed temperature gradient \( e_0 \). We can observe the effect of the HC imperfect interface on the temperature field.

The convergence results are plotted in Fig. 3. We note that the numerical solution converges to the exact solution, with the rate close to the optimal value which is equal to 1 in terms of the energy error norm for linear finite elements. The convergence rate remains unchanged for different values of the surface conductivity \( k_s \). The accuracy of the proposed numerical approach is thus exampled.
4.2 Homogenization of a composite containing spheroidal inclusions with highly conducting interfaces

In this example we aim at computing the effective conductive properties of a periodic heterogeneous material containing spheroidal inhomogeneities with highly conducting imperfect interfaces. We discretize a representative volume element using a mesh of tetrahedra, which is constructed independently of the interface geometry. As in [23], we model a spheroidal interface by using an appropriate level-set function. Examples of intersections between the mesh and the level-set function for spheroidal inhomogeneities are depicted in Fig. 4.

We consider aligned spheroidal inclusions whose semi-axes are parallel to the axes of $x$, $y$, and $z$ of the global reference frame. The lengths $a_1$, $a_2$ and $a_3$ of the semi-axes along $x$, $y$ and $z$ of the spheroid, and the lengths of the enclosing box sides $L_1$, $L_2$ and $L_3$ vary in the same ratio. We compute numerically the effective conductivities of the composite by applying uniform heat flux at the boundary (see e.g. [7] for more details). To test the accuracy of our procedure, we compare our numerical solution with the analytical estimate for homogenized conductive properties of materials containing ellipsoidal inhomogeneities with highly conducting interface provided by Duan et al. in [6]. Use is made of the following numerical parameters: $k_1 = 0.1 \text{ W.m}^{-1}.\text{K}^{-1}$, $k_2 = 1 \text{ W.m}^{-1}.\text{K}^{-1}$, $a_1 = 1 \mu\text{m}$, $k_s = 0 \text{ W.K}^{-1}$, $k_s = 10^{-7} \text{ W.K}^{-1}$, and the
Fig. 4. Examples of spheroidal inhomogeneities modeled by the level-set method through regular meshes: (a) \( a_1 = 1, a_2 = a_3 = 0.4 \); (b) \( a_1 = 1, a_2 = a_3 = 2.5 \); \( f = 0.1 \).

Inclusion fraction \( f \) is equal to 0.1. A mesh composed of 44552 tetrahedra (roughly \( 21 \times 21 \times 21 \) nodes) is constructed. In Figs. 5-6, we compare the effective transverse and longitudinal conductivities with respect to the size aspect \( \gamma = a_1/a_2 = a_1/a_3 \). The effective conductivity is normalized with respect to \( k_0 = k_{\text{eff}}(\gamma = 1, k_s = 0) \). The Figs. 5 and 6 show good agreement between the present numerical solution and the estimation derived by Duan et al. [6]. In the case of extreme values of the aspect ratio \( \gamma \), which correspond to either very flat or very elongated spheroids, the difference between them becomes slightly accentuated. This can be explained by the fact that, when the inclusion has a high aspect ratio, the preservation of the same accuracy necessitates refining the mesh.

4.3 Size-dependent effective thermal conductivities of a material containing inclusions with highly conducting interfaces

Due to the presence of a surface energy term in the weak form of the balance equations (26), and owing to the non constant surface to volume ratio when the size of the inclusion vary, the effective properties of materials containing imperfect interfaces are size-dependent. To study this effect, we consider a cubic representative volume element with a spherical inclusion coated by a much more conducting material than the media constituting the inclusion or the matrix. We then vary the radius \( r_1 \) of the inclusion and the length \( L \) of the edges of the cube so as to preserve the inclusion volume fraction. The conductivity of both matrix and inclusion is \( k_1 = k_2 = 0.1 \text{ W.m}^{-1}.\text{K}^{-1} \). The conductivity of the material is \( k_0 = 100 \text{ W.m}^{-1}.\text{K}^{-1} \) and the interphase between inclusion and matrix is assumed to have a thickness \( h = 10 \text{ nm} \). We then replace the interphase problem by an inclusion problem with an imperfect
Fig. 5. Effective transverse conductivity of a material containing spheroidal inclusions with imperfect interface with respect to the aspect ratio $\gamma$.

Fig. 6. Effective longitudinal conductivity of the material containing spheroidal inclusions with imperfect interface with respect to the aspect ratio $\gamma$.  

Fig. 7. Size-dependent effective conductivity of a material containing coated microscopic inclusions with highly conducting interface, $f = 0.1$

HC interface. The resulting surface parameter $k_s$ is thus given by $k_s = 10^{-6}$ W.K$^{-1}$ according to Eq. (15).

A mesh composed of 44552 tetrahedra (roughly $21 \times 21 \times 21$ nodes) is employed. We compare in Figs. 7 and 8 the numerical results obtained through the proposed numerical procedure and the estimation given by Le Quang et al. in [15] using a generalized self-consistent model proposed. We note that the proposed methodology is in excellent agreement with the estimation and is able to capture the size-effects accurately. It is shown that smaller the inclusions are, the higher are the effective properties.

In figure 9 we compute the normalized effective conductivity of the same material for different inclusion volume fractions and radii $r_1$. The size effects are here again clearly visible.

4.4 Shape effects

One of the main advantages of the proposed numerical framework is its ability to treat arbitrarily shaped inclusions. Now let us take this advantage to investigate the influence of the inclusion shape on the effective conductive properties of a composite with a HC interface. For this purpose, we propose
Fig. 8. Size-dependent effective conductivity of a material containing coated microscopic inclusions with highly conducting interface, \( f = 0.3 \).

Fig. 9. Effective conductivity of a material containing coated microscopic inclusions with highly conducting interface for different volume fractions and inclusion radii.
the following versatile level-set function

$$\phi(x) = \left(\frac{|x - x_c|}{a_1}\right)^p + \left(\frac{|y - y_c|}{a_2}\right)^p + \left(\frac{|z - z_c|}{a_3}\right)^p - 1,$$

where $x_c$, $y_c$ and $z_c$ denote the coordinates of the inclusion centre, to describe a rich class of inclusions in a uniform way. Different examples of inclusions defined by this level-set function are depicted in Fig. 10. For $p = 1$, the inclusion is an octahedron, for $p = 2$ the inclusion is an ellipsoid and for $p \to \infty$ the shape is a parallelepiped. By varying continuously $p$, other complex shapes can be generated.

Let $L_i$ the edges lengths of the enclosing parallelepipedic box. We assume that $L_i = 2\beta a_i$. When $a_i$ are fixed, a representative volume element with a given volume fraction $f$ can be defined by computing:

$$\beta = \frac{1}{2} \left(\frac{V_{\text{inc}}}{f a_1 a_2 a_3}\right)^{\frac{1}{3}}.$$

The volume $V_{\text{inc}}$ of such an inclusion occupying the center of a representative volume element (Fig. 10) is determined numerically in the present work.

Use is made of the following numerical parameters: $k_1 = 0.01 \ W.m^{-1}.K^{-1}$, $k_2 = 1 \ W.m^{-1}.K^{-1}$. The numerical results are provided in Figs. 11-12 for varying shape factor $p$ and for two volume fractions $f = 0.1$, $f = 0.3$. For each shape, the inclusion volume fraction is identical and the values of $a_1 = a_2 = a_3$ in Eq. (36) are fixed to 1 $\mu$m. Here again, we model inclusions coated with
a highly conducting material. The thickness of the coating is assumed to be 10 nm, and two conductivities are tested for the coating material: $k^{(0)} = 50 \, W.m^{-1}.K^{-1}$ and $k^{(0)} = 100 \, W.m^{-1}.K^{-1}$. We then replace the inclusion problem by an inclusion problem with an imperfect HC interface. The resulting surface parameters are $k_s = 5 \times 10^{-7} \, W.K^{-1}$ and $k_s = 10^{-6} \, W.K^{-1}$. The effective conductivity of the composite (which is thermally isotropic owing to the symmetry of the RVE used) is normalized with respect to $k_0 = k^{eff}(p = 2, k_s = 0)$. We note that when no surface effects are considered ($k_s = 0 \, W.K^{-1}$), the shape dependence is negligible. In contrast, when surface effects occur, the effective conductivity is strongly shape-dependent. Indeed, higher effective conductivities than the ones obtained with a spherical shape can be obtained for particular shapes of inclusions (see Figs. 11 and 12).

5 Conclusion

In this work, a weak formulation has been established which is suitable for the numerical computation of the effective thermal conductivities of a particulate composite in which the inclusions have different sizes and arbitrary shapes and the interfaces are highly conducting. An extended finite element method has then been used in tandem with a level-set technique to elaborate an efficient numerical procedure for modelling highly conducting curved interfaces without resort to curvilinear coordinates and surface elements. The
elaborated 3D numerical procedure, tested and validated by means of relevant analytical exact and approximate results as benchmarks, has been applied to quantify the size and shape effects on the effective thermal conductivities of particular composites where the inclusions are coated by a highly conducting interface. In particular, it has been found that when no surface effects are considered, the effective conductivity of the material is almost shape independent. In contrast, when surface effects occur, the effective conductivity is strongly shape-dependent. Indeed, higher effective conductivities than the ones obtained with a spherical shape can be obtained for particular shapes of inclusions. The proposed 3D numerical procedure can be applied to computing the effective conductivities of heterogeneous materials with random microstructures and will be helpful for us to extend our previous work [25] to 3D elastic heterogeneous materials with elastic coherent interfaces.

6 Acknowledgments

The support this work enjoys from EDF is gratefully acknowledged. The authors wish to thank an anonymous referee for the constructive comments which have allowed us to improve the paper.
Appendix: Exact solution of the temperature field in a composite sphere with a highly conducting imperfect interface

A composite sphere of external radius \( r_2 \) composed of a coating and a core of radius \( r_1 \), are separated by a highly conducting interface of conductivity \( k_s \). This spherical composite is submitted to a homogeneous temperature gradient field

\[
T = \vec{T} = -\mathbf{e}_0 \cdot \mathbf{x}
\]

on its boundary \( \partial \Omega \) with \( \mathbf{e}_0 \) being a constant vector, and \( \mathbf{e}_0 = (0, 0, e^0)^T \). Both the core and coating forming the composite sphere are assumed to be isotropic and homogeneous. Then the expressions of the temperature and flux field are given in the system of spherical coordinates \((r, \theta, \phi)\) corresponding to a spherical orthogonal basis \((\mathbf{e}_r, \mathbf{e}_\theta, \mathbf{e}_\phi)\), by (see, e.g. [12])

\[
T^{(i)} = -\left( a_ir + \frac{b_i}{r^2} \right) \cos \omega,
\]

\[
\nabla_r^{(i)} T = -\left( a_i - \frac{2b_i}{r^3} \right) \cos \omega, \quad \nabla_\theta^{(i)} T = \left( a_i + \frac{b_i}{r^3} \right) \sin \omega, \quad \nabla_\phi^{(i)} T = 0. \tag{40}
\]

where \( i = 1 \) and \( i = 2 \) refer to the core and the coating and in which \( \omega \) denote the angle between \( \mathbf{e}_0 \) and \( \mathbf{e}_r \). The heat flux is obtained by \( q_j^{(i)} = -k_i \nabla_j^{(i)} T \). By writing the different continuity conditions at \( r = r_1, \ r = r_2 \) and avoiding the singularity at \( r = 0 \), it follows that \( b_1 = 0 \) and the remaining constants can be determined by solving the following system of equations ([15]):

\[
a_1 = a_2 + \frac{b_2}{r_1^2} \tag{41}
\]

\[
k_2 \left( a_2 - \frac{2b_2}{r_1^2} \right) - k_1 a_1 = 2\hat{k}_s \left( a_2 + \frac{b_2}{r_1^2} \right) \tag{42}
\]

\[
a_2 + \frac{b_2}{r_2^2} = e^0 \tag{43}
\]

where \( \hat{k}_s = k_s/r_1 \), \( k_1 \) and \( k_2 \) denote the core and coating conductivities, respectively.
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