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Abstract

This paper is devoted to the identification of Bayesian posteriors for the random coefficients of the high-dimension polynomial chaos expansions of non-Gaussian tensor-valued random fields using partial and limited experimental data. The experimental data sets correspond to an observation vector which is the response of a stochastic boundary value problem depending on the tensor-valued random field which has to be identified. So an inverse stochastic problem must be solved to perform the identification of the random field. A complete methodology is proposed to solve this very challenging problem in high dimension, which consists in using the first four steps introduced in a previous paper, followed by the identification of the posterior model. The steps of the methodology are the following: (1) introduction of a family of Prior Algebraic Stochastic Model (PASM), (2) identification of an optimal PASM in the constructed family using the partial experimental data, (3) construction of a statistical reduced-order optimal PASM, (4) construction, in high dimension, of the polynomial chaos expansion with deterministic vector-valued coefficients of the reduced-order optimal PASM, (5) substitution of these deterministic vector-valued coefficients by random vector-valued coefficients in order to extend the capability of the polynomial chaos expansion to represent the experimental data and for which the joint probability distribution must be identified, (6) construction of the prior probability model of these
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random vector-valued coefficients and finally, (7) identification of the posterior probability model of these random vector-valued coefficients using partial and limited experimental data, through the stochastic boundary value problem. Two methods are proposed to carry out the identification of the posterior model. The first one is based on the use of the classical Bayesian method. The second one is a new approach derived from the Bayesian method, which is more efficient in high dimension. An application is presented for which several millions of random coefficients are identified.
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1. **Introduction**

The problem related to the identification of vector-valued parameter of a system modeled by a boundary value problem (BVP) (for instance, the coefficients of a partial differential equation) using experimental data related to the vector-valued observation of this system, is a difficult problem which has been studied a lot. In general and in the deterministic context, there is not a unique solution because the function which maps the vector-valued parameter to the vector-valued observation is not an injection, and consequently, cannot be inverted. It is an ill-posed problem. However, such a problem can be reformulated in terms of an optimization problem consisting in calculating an optimal value of the vector-valued parameter which minimizes a certain distance between the observed experimental data and the vector-valued observation which is computed with the BVP and which depends on the vector-valued parameter (see for instance [54]). In many cases, the analysis of such an inverse problem can have a unique solution in the framework of statistics, that is to say when the vector-valued parameters is modeled by a random quantity, with or without external noise on the observed output. In such a case, the random vector-valued observation is completely defined by its probability distribution which is the unique transformation of the probability distribution of the random vector-valued parameter. This transformation is defined by the function which maps the vector-valued parameter to the vector-valued observation. With such a formulation which becomes a well-posed problem, there is a unique solution in the probability theory framework (see for instance [24] an overview concerning the stochastic inverse problems).

The identification of non-Gaussian random fields solving stochastic inverse prob-
lems has already been addressed in many scientific and technical areas (see for instance [13, 16, 27, 53, 23, 24, 28]).

The present paper is a companion work of the recent paper published in [48] and which was devoted to the identification of the random Vector-Valued Coefficients (VVC) of the high-dimension Polynomial Chaos Expansion (PCE) of a non-Gaussian tensor-valued random field using partial and limited experimental data. These experimental data are related to an observation vector which is the response of a stochastic boundary value problem depending on the tensor-valued random field which has to be identified. A complete new methodology has been proposed to solve this challenging problem in high dimension, in particular new algorithms have been proposed to identify the construction, in high dimension, of the PCE with deterministic VVC of the reduced-order optimal prior algebraic stochastic model of the tensor-valued random field. In order to extend the capability of the PCE to represent the experimental data, the deterministic VVC have been replaced by random VVC for which the joint probability distribution has to be identified. In [48], we have proposed a first approach to construct the prior probability model of these random VVC and then, to identify the posterior probability model of these random VVC using partial and limited experimental data. Nevertheless, an alternative approach seemed to have to be investigated, based on the Bayesian method, as it was indicated in the conclusion of this work. In this paper, we thus present the identification of the Bayesian posteriors of the random VVC of the high-dimension PCE of a non-Gaussian tensor-valued random field using partial and limited experimental data. As we will see, two methods will be developed to perform the identification of the posterior model in high dimension. The first one will be based on the use of the classical Bayesian method. The second one is a new approach derived from the Bayesian method, which is more efficient in high dimension. An application will be presented for which several millions of random coefficients must be identified.

Let us recall that the methodology used to construct the PCE of a random field has been introduced in [17]. The methodologies relative to the PCE of stochastic processes and random fields, and application to stochastic boundary value problems, have generated many works in the last decade (see for instance [12, 18, 21, 22, 25, 29, 30, 34, 35, 36, 38, 39, 41, 45, 47, 55, 56]). The stochastic inverse methods and the Bayesian inference approach to inverse problems have received a particular attention (see for instance [8, 19, 31, 32, 33, 57, 58, 59]). The problem relative to the identification, with experimental data, of the deterministic VVC of the PCE
of a non-Gaussian real-valued random field using the maximum likelihood has been introduced in [14, 15] and more recently, has been revisited in [11]. In [10], the authors propose to construct the probability model of the random VVC of the PCE by using the asymptotic sampling Gaussian distribution constructed with the Fisher information matrix. Such an approach has been used for model validation [20, 37]. Recently, in [1], as a continuation of [46], the identification of Bayesian posteriors for the random VVC of PCE has been proposed. Nevertheless, this interesting approach is not perfectly adapted to high-dimension problems (case for which several millions of random variables have to be identified). This is the reason why we propose to explore in this paper, as a continuation of [48], another way for the high-dimension case in the field of the Bayesian inverse method.

2. Definition of the problem to be solved

In this section, we recall the challenging problem introduced and solved in [48], for which the last step of the methodology which is devoted to the identification of the posterior probability model, is revisited in this paper. We propose to use the Bayesian method to identify the posterior probability model. We then have to identify the Bayesian posteriors of high-dimension PCE with random VVC for non-Gaussian tensor-valued random fields using partial and limited experimental data.

(1) Stochastic boundary value problem. We consider a boundary value problem for a vector-valued field \( \{u(x) = (u_1(x), u_2(x), u_3(x)), x \in \Omega \} \) defined on an open bounded domain \( \Omega \) of \( \mathbb{R}^3 \), with generic point \( x = (x_1, x_2, x_3) \). This boundary value problem depends on a non-Gaussian fourth-order tensor-valued random field \( \{C(x), x \in \Omega \} \) in which \( C(x) = \{ C_{ijkl}(x) \}\), which is unknown and which has to be identified solving an inverse stochastic problem. The boundary \( \partial \Omega \) of domain \( \Omega \) is written as \( \Gamma_0 \cup \Gamma_{\text{obs}} \cup \Gamma \). Field \( u \) is only experimentally observed on \( \Gamma_{\text{obs}} \), which means that the system is partially observed with respect to the available experimental data.

(2) Stochastic finite element approximation of the stochastic boundary value problem. The stochastic boundary value problem (introduced in (1) above) is discretized by the finite element method. Let \( I = \{x^1, \ldots, x^N \} \subset \Omega \) be the finite subset of \( \Omega \) made up of all the integrations points of the finite elements used in the mesh of \( \Omega \). For all \( x \) fixed in \( I \subset \Omega \), the fourth-order tensor-valued random
variable \( \mathbf{C}(\mathbf{x}) \) is represented by a real random matrix \( \mathbf{A}(\mathbf{x}) \) such that \( \mathbf{A}(\mathbf{x})[i,j] = C_{ij,kh}(\mathbf{x}) \) with a given adapted correspondence \( I = (i,j) \) and \( J = (k,h) \). It should be noted that mathematical properties on the matrix-valued random field \( \{\mathbf{A}(\mathbf{x}), \mathbf{x} \in \Omega\} \) are necessary in order to preserve the mathematical properties of the boundary value problem. Let \( \mathbf{U} = (\mathbf{U}^{\text{obs}}, \mathbf{U}^{\text{nobs}}) \) be the random vector with values in \( \mathbb{R}^m = \mathbb{R}^{m_{\text{obs}}} \times \mathbb{R}^{m_{\text{nobs}}} \) with \( m = m_{\text{obs}} + m_{\text{nobs}} \), constituted of some degrees of freedom of the finite element approximation of field \( \mathbf{u} \). The \( m_{\text{obs}} \)-valued random vector \( \mathbf{U}^{\text{obs}} = (U^{\text{obs}}_1, \ldots, U^{\text{obs}}_{m_{\text{obs}}}) \) is made up of the \( m_{\text{obs}} \) observed degrees of freedom for which there are available experimental data (corresponding to the finite element approximation of the trace on \( \Gamma_{\text{obs}} \) of random field \( \mathbf{u} \)). Vector \( \mathbf{U}^{\text{obs}} \) will be called the observation vector. The \( m_{\text{nobs}} \)-valued random vector \( \mathbf{U}^{\text{nobs}} = (U^{\text{nobs}}_1, \ldots, U^{\text{nobs}}_{m_{\text{nobs}}}) \) is made up of the \( m_{\text{nobs}} \) degrees of freedom (of the finite element model) for which no experimental data are available and are introduced for performing the quality assessment of the identification which will be done. The random vector \( \mathbf{U} \) appears as the unique deterministic nonlinear transformation of the finite family of \( N_p \) dependent random matrices \( \{\mathbf{A}(\mathbf{x}), \mathbf{x} \in \mathcal{I}\} \). This set of random matrices can then be represented by a \( \mathbb{R}^{m_{\text{v}}} \)-valued random vector \( \mathbf{V} = (V_1, \ldots, V_{m_{\text{v}}}) \). Consequently, the \( m_{\text{v}} \)-valued random vector \( \mathbf{U} \) can be written as

\[
\mathbf{U} = \mathbf{h}(\mathbf{V}) , \quad \mathbf{U}^{\text{obs}} = \mathbf{h}^{\text{obs}}(\mathbf{V}) , \quad \mathbf{U}^{\text{nobs}} = \mathbf{h}^{\text{nobs}}(\mathbf{V}) ,
\]

in which \( v \mapsto \mathbf{h}(v) = (\mathbf{h}^{\text{obs}}(v), \mathbf{h}^{\text{nobs}}(v)) \) is a deterministic nonlinear transformation from \( \mathbb{R}^{m_{\text{v}}} \) into \( \mathbb{R}^m = \mathbb{R}^{m_{\text{obs}}} \times \mathbb{R}^{m_{\text{nobs}}} \) which can be constructed solving the discretized boundary value problem.

(3) Experimental data sets. It is assumed that \( \nu_{\text{exp}} \) experimental data sets are available for the observation vector \( \mathbf{U}^{\text{obs}} \). Each experimental data set corresponds to partial experimental data (only the trace of the displacement field on \( \Gamma_{\text{obs}} \) is observed) with a limited length (\( \nu_{\text{exp}} \) is relatively small). These \( \nu_{\text{exp}} \) experimental data sets correspond to measurements of \( \nu_{\text{exp}} \) experimental configurations associated with the same boundary value problem. For configuration \( \ell \), with \( \ell = 1, \ldots, \nu_{\text{exp}} \), the observation vector (corresponding to \( \mathbf{U}^{\text{obs}} \) for the computational model) is denoted by \( \mathbf{u}^{\text{exp},\ell} \) and belongs to \( \mathbb{R}^m \). Therefore, the available data are made up of the \( \nu_{\text{exp}} \) vectors \( \mathbf{u}^{\text{exp},1}, \ldots, \mathbf{u}^{\text{exp},\nu_{\text{exp}}} \) in \( \mathbb{R}^m \). Below, it is assumed that \( \mathbf{u}^{\text{exp},1}, \ldots, \mathbf{u}^{\text{exp},\nu_{\text{exp}}} \) can be viewed as \( \nu_{\text{exp}} \) independent realizations of a random vector \( \mathbf{U}^{\text{exp}} \) defined on a probability space \( (\Theta^{\text{exp}}, \mathcal{T}^{\text{exp}}, \mathcal{P}^{\text{exp}}) \) and corresponding to random observation vector \( \mathbf{U}^{\text{obs}} \) (but noting that random vectors \( \mathbf{U}^{\text{exp}} \) and \( \mathbf{U}^{\text{obs}} \) are not defined on the
same probability space).

(4) *Stochastic inverse problem to be solved.* The problem to be solved concerns the identification of the unknown non-Gaussian random vector \( \mathbf{v} \) representing the fourth-order tensor-valued random field \( \{ \mathbf{c}(x), x \in \Omega \} \), using partial and limited experimental data \( \mathbf{u}^{\text{exp},1}, \ldots, \mathbf{u}^{\text{exp},\nu} \) relative to the random observation vector \( \mathbf{u}^{\text{obs}} \) such that \( \mathbf{u}^{\text{obs}} = \mathbf{h}^{\text{obs}}(\mathbf{v}) \) in which \( \mathbf{h}^{\text{obs}} \) is a given deterministic nonlinear mapping. The components of the random vector \( \mathbf{u}^{\text{nobs}} \), such that \( \mathbf{u}^{\text{nobs}} = \mathbf{h}^{\text{nobs}}(\mathbf{v}) \) in which \( \mathbf{h}^{\text{nobs}} \) is a given deterministic nonlinear mapping, are used for performing the quality assessment of the identification.

### 3. Summarizing the methodology previously introduced to identify a high-dimension PCE using partial and limited experimental data

The identification of Bayesian posteriors of high-dimension PCE with random VVC, using partial and limited experimental data, requires a first identification of the deterministic VVC of the high-dimension PCE for the non-Gaussian tensor-valued random field, using partial and limited experimental data. Such a first identification, performed in four steps, is described in details in [48]. In this section, we briefly summarize the methodology for readability of the paper.

**Step 1. Introduction of a family of Prior Algebraic Stochastic Models (PASM) for random vector \( \mathbf{v} \).** The available partial and limited experimental data are not sufficient to perform a direct statistical estimation of the covariance matrix \( [\mathbf{C}_v] \), that would be necessary to construct a reduced-order statistical model deduced from the Karhunen-Loeve expansion of the random field \( \{ [\mathbf{a}(x)], x \in \Omega \} \) (that is to say deduced from a principal component analysis of random vector \( \mathbf{v} \)). In addition, such a reduced-order statistical model must have the capability to represent the required mathematical properties for the random family \( \{ [\mathbf{a}(x^1)], \ldots, [\mathbf{a}(x^N)] \} \) (for instance, each random matrix \( [\mathbf{a}(x^k)] \) should be positive definite almost surely). To circumvent these two major difficulties, it was proposed to introduce a family \( \{ [\mathbf{a}^{\text{PASM}}(\mathbf{x}; \mathbf{w})], \mathbf{x} \in \Omega \} \) of Prior Algebraic Stochastic Models (PASM) to represent the matrix-valued random field \( \{ [\mathbf{a}(x)], x \in \Omega \} \). We can then deduce a family \( \{ \mathbf{v}^{\text{PASM}}(\mathbf{w}) \}_w \) of PASM for random vector \( \mathbf{v} \). This family is defined on a probability space \( (\Theta, \mathcal{T}, \mathcal{P}) \) and depends on the vector-valued parameter \( \mathbf{w} \) belonging to an admissible set \( \mathcal{C}_{\text{ad}} \). The knowledge of such a family means that the family \( \{ \mathbf{P}^{\text{PASM}}(d\mathbf{v}; \mathbf{w}) : \mathbf{w} \in \mathcal{C}_{\text{ad}} \} \) of probability distributions on \( \mathbb{R}^{mV} \) of the family of random vectors \( \{ \mathbf{v}^{\text{PASM}}(\mathbf{w}) \} : \mathbf{w} \in \mathcal{C}_{\text{ad}} \} \) is known. In addition, it is assumed that
a generator of \( \nu_{KL} \) independent realizations \( \mathcal{V}_{PASM}(\theta_1; \mathbf{w}), \ldots, \mathcal{V}_{PASM}(\theta_{\nu_{KL}}; \mathbf{w}) \) for \( \theta_1, \ldots, \theta_{\nu_{KL}} \) belonging to \( \Theta \) is available. In practice, vector-valued parameter \( \mathbf{w} \) will be chosen as a vector with a very low dimension and its components will be, for instance, the mean value \( \mathbb{A}_1 \), the spatial correlation lengths and the dispersion parameters controlling the statistical fluctuations of matrix-valued random field \( \{[\mathbb{A}(x)], x \in \Omega \} \).

**Step 2. Identification of an optimal PASM in the constructed family using the experimental data sets.** This step consists in using the experimental data \( \{\mathbf{u}^{\text{exp},1}, \ldots, \mathbf{u}^{\text{exp},m_{\text{obs}}}\} \) to identify the optimal value \( \mathbf{w}^{\text{opt}} \) of parameter \( \mathbf{w} \). Using the computational model (see Eq. (1)) and the family \( \mathcal{V}_{PASM}(\mathbf{w}) \) of PASM for \( \mathcal{V} \), we can construct the family \( \{\mathbf{U}^{\text{obs},PASM}(\mathbf{w}), \mathbf{w} \in \mathcal{C}_{\text{ad}}\} \) of random observation vectors such that \( \mathbf{U}^{\text{obs},PASM}(\mathbf{w}) = \mathbf{h}^{\text{obs}}(\mathcal{V}_{PASM}(\mathbf{w})) \) for \( \mathbf{w} \in \mathcal{C}_{\text{ad}} \). The optimal PASM is then obtained in finding the optimal value \( \mathbf{w}^{\text{opt}} \) of \( \mathbf{w} \) which minimizes an adapted "distance" \( J(\mathbf{w}) \) (cost function) between the family \( \{\mathbf{U}^{\text{obs},PASM}(\mathbf{w}), \mathbf{w} \in \mathcal{C}_{\text{ad}}\} \) of random observation vectors and the family of experimental data \( \{\mathbf{u}^{\text{exp},1}, \ldots, \mathbf{u}^{\text{exp},m_{\text{obs}}}\} \). We then obtain the optimal PASM denoted by \( \mathcal{V}_{PASM} = \mathcal{V}_{PASM}(\mathbf{w}^{\text{opt}}) \). Several methods can be used to define the cost function \( J(\mathbf{w}) \), such as the moment method, the least-square method, the maximum likelihood method, etc (see [40, 50, 54]). By construction of the PASM, the dimension of vector \( \mathbf{w} \) is much smaller than \( \nu_{\text{exp}} \times m_{\text{obs}} \). The least-square method or the maximum likelihood method can be used to calculate the optimal value \( \mathbf{w}^{\text{opt}} \) (see the details in [48]).

**Step 3. Construction of the statistical reduced-order optimal PASM.** For \( \ell = 1, \ldots, \nu_{KL} \), let \( \mathcal{V}_{PASM}(\ell) \) be \( \nu_{KL} \) independent realizations of the optimal PASM \( \mathcal{V}_{PASM} \). The mean value \( \mathcal{V} = E\{\mathcal{V}_{PASM}\} \) of \( \mathcal{V}_{PASM} \) (E is the mathematical expectation) and its positive-definite symmetric \( (m_{\mathcal{V}} \times m_{\mathcal{V}}) \) real covariance matrix \( [C_{\mathcal{V}_{PASM}}] = E\{(\mathcal{V}_{PASM} - \mathcal{V})(\mathcal{V}_{PASM} - \mathcal{V})^T\} \) are estimated using independent realizations \( \{\mathcal{V}_{PASM}(\ell), \ell = 1, \ldots, \nu_{KL}\} \). The dominant eigenspace of the eigenvalue problem \( [C_{\mathcal{V}_{PASM}}]\mathbf{W}^j = \lambda_j\mathbf{W}^j \) is then constructed. Let \( [\mathbf{W}] = [\mathbf{w}^1 \ldots \mathbf{w}^n] \) be the \( (m_{\mathcal{V}} \times n) \) real matrix of the \( n \) eigenvectors associated with the \( n \) largest eigenvalues \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n > 0 \) such that \( [\mathbf{W}]^T [\mathbf{W}] = [I_n] \), in which \( [I_n] \) is the \( (n \times n) \) identity matrix. The statistical reduced-order optimal PASM is then written as

\[
\mathcal{V}_{PASM} \simeq \mathcal{V} + \sum_{j=1}^{n} \sqrt{\lambda_j} \eta^j_{PASM} \mathbf{W}^j ,
\]

in which \( \eta^j_{PASM} = (\eta_1^j_{PASM}, \ldots, \eta_n^j_{PASM}) \) is a second-order centered random variable.
with values in $\mathbb{R}^n$ such that

$$E\{\eta^{\text{PASM}}\} = 0 \quad , \quad E\{\eta^{\text{PASM}}(\eta^{\text{PASM}})^T\} = [I_n] \quad .$$  \hspace{1cm} (3)

The mean-square convergence of the right-hand side in Eq. (2)) with respect to the reduced-order $n$ is studied in constructing the error function

$$n \mapsto \text{err}(n) = 1 - \sum_{j=1}^{n} \lambda_j \text{tr}[C_{\text{V P ASM}}] \quad ,$$  \hspace{1cm} (4)

which is a monotonic decreasing function from $\{1, \ldots, m_V\}$ into $[0, 1]$ and such that $\text{err}(m_V) = 0$. The $\nu_{\text{KL}}$ independent realizations $\eta^{\text{PASM}}(\theta_1), \ldots, \eta^{\text{PASM}}(\theta_{\nu_{\text{KL}}})$ are deduced from the realizations $V^{\text{P ASM}}(\theta_1), \ldots, V^{\text{P ASM}}(\theta_{\nu_{\text{KL}}})$ using, for $j = 1, \ldots, n$ and for $\ell = 1, \ldots \nu_{\text{KL}}$, the equation

$$\eta^{\text{P ASM}}_j(\theta_{\ell}) = \frac{1}{\sqrt{\lambda_j}} (V^{\text{P ASM}}(\theta_{\ell}) - V) W^j \quad .$$  \hspace{1cm} (5)

**Step 4. Construction of the PCE with deterministic VVC of the reduced-order optimal PASM.** This step consists in constructing an approximation $\eta^{\text{chaos}}(N) = (\eta^{\text{chaos}}_1(N), \ldots, \eta^{\text{chaos}}_n(N))$ of $\eta^{\text{P ASM}}$ by using a PCE, such that

$$\eta^{\text{P ASM}} \approx \eta^{\text{chaos}}(N) \quad , \quad \eta^{\text{chaos}}(N) = \sum_{\alpha=1}^{N} y^\alpha \Psi_\alpha(\Xi) \quad ,$$  \hspace{1cm} (6)

in which the real valued random variables $\Psi_1(\Xi), \ldots, \Psi_N(\Xi)$ are the renumbered normalized Hermite polynomials of the $\mathbb{R}^{N_g}$-valued normalized Gaussian random variable $\Xi = (\Xi_1, \ldots, \Xi_{N_g})$ (therefore, $E\{\Xi\} = 0$ and $E\{\Xi \Xi^T\} = [I_{N_g}]$), defined on probability space $(\Theta, \mathcal{T}, \mathcal{P})$, such that for all $\alpha$ and $\beta$ in $\{1, \ldots, N\}$,

$$E\{\Psi_\alpha(\Xi)\} = 0 \quad , \quad E\{\Psi_\alpha(\Xi) \Psi_\beta(\Xi)\} = \delta_{\alpha\beta} \quad ,$$  \hspace{1cm} (7)

where $\delta_{\alpha\beta}$ is the Kronecker symbol. It should be noted that the constant Hermite polynomial with index $\alpha = 0$ is not included in Eq. (6). If $N_d$ is the integer number representing the maximum degree of the Hermite polynomials, then the number $N$ of chaos in Eq. (6) is

$$N = h(N_g, N_d) = (N_d + N_g)!/(N_d!N_g!) - 1 \quad .$$  \hspace{1cm} (8)
In Eq. (6), the symbol "\( \simeq \)" means that the mean-square convergence is reached for \( N \) sufficiently large and the deterministic VVC which must be identified are the \( N \) vectors \( y^1, \ldots, y^N \) in \( \mathbb{R}^n \). Taking into account Eqs. (3) and (7), it can be deduced that vectors \( y^1, \ldots, y^N \) must verify the following equation,

\[
\sum_{\alpha=1}^{N} y^\alpha y^{\alpha T} = [I_n] .
\] (9)

In order to control the quality of the convergence of the series in Eq. (6) with respect to \( N \) (which is mean-square convergent), we have introduced in [48] an unusual \( L^1 \)-log error function which allows the errors of the very small values of the probability density function (the tails of the probability density function) to be measured. For a fixed value of \( N \), such a measurement of the error is summarized hereinafter. Let \( e \mapsto p_{\eta_{PASM}}(e) \) be the probability density function of the random variable \( \eta_j^{PASM} \). For all \( y^1, \ldots, y^N \) fixed in \( \mathbb{R}^n \) and satisfying Eq. (9), let \( e \mapsto p_{\eta_j^{chaos}(N)}(e; y^1, \ldots, y^N) \) be the probability density function of random variable \( \eta_j^{chaos}(N) \). The convergence of the sequence of random vectors \( \{\eta_j^{chaos}(N)\}_N \) towards \( \eta_j^{PASM} \) is then controlled with the \( L^1 \)-log error defined by

\[
\text{err}_j(N_g, N_d) = \int_{B_{l_j}} |\log_{10} p_{\eta_j^{PASM}}(e) - \log_{10} p_{\eta_j^{chaos}(N)}(e; y^1, \ldots, y^N)| \, de ,
\] (10)

in which \( B_{l_j} \) is a bounded interval of the real line which is adapted to the problem (see the details in [48]). The estimation of \( p_{\eta_j^{PASM}}(e) \) is carried out using the kernel density estimation method [6] with the independent realizations \( \eta_j^{PASM}(\theta_1), \ldots, \eta_j^{PASM}(\theta_{\nu_{KL}}) \) calculated in Step 3. Similarly, for a given value of \( y^1, \ldots, y^N \), the estimation of \( p_{\eta_j^{chaos}(N)}(e; y^1, \ldots, y^N) \) is carried out using Eq. (6) and \( \nu \) independent realizations \( \Xi(\theta_1), \ldots, \Xi(\theta_{\nu}) \) of the normalized Gaussian vector \( \Xi \) defined on probability space \((\Theta, T, \mathcal{P})\) with \( \theta_1, \ldots, \theta_{\nu} \) in \( \Theta \). For the random vector \( \eta_j^{chaos}(N) \), the \( L^1 \)-log error function is denoted as \( \text{err}(N_g, N_d) \) and is defined by

\[
\text{err}(N_g, N_d) = \frac{1}{n} \sum_{j=1}^{n} \text{err}_j(N_g, N_d) .
\] (11)

It should be noted that Eqs. (10) and (11) are not used to identify \( y^1, \ldots, y^N \), but only to evaluate, for each fixed value of \( N \) and for given \( y^1, \ldots, y^N \), the quality of the approximation \( \eta_j^{PASM} \simeq \eta_j^{chaos}(N) \). For each fixed value of \( N \), the identification of \( y^1, \ldots, y^N \) is performed using the maximum likelihood method.
[40, 50, 54] as done in [14, 15, 10, 48]. Taking into account that the dependent random variables \( \eta^1_{\text{PASM}}, \ldots, \eta^n_{\text{PASM}} \) are not correlated, the following approximation \( \mathcal{L}(y^1, \ldots, y^N) \) of the log-likelihood function is introduced

\[
\mathcal{L}(y^1, \ldots, y^N) = \sum_{j=1}^{n} \sum_{\ell=1}^{\nu_{\text{KL}}} \log_{10} p_{\eta^j_{\text{chaos}}(N)}(\eta^j_{\text{PASM}}(\theta_{\ell}) : y^1, \ldots, y^N) .
\] (12)

The optimal value \( (y^1, \ldots, y^N) \) of \( (y^1, \ldots, y^N) \) is then given by

\[
(y^1, \ldots, y^N) = \arg \max_{(y^1, \ldots, y^N) \in C_{\text{ad}}^N} \mathcal{L}(y^1, \ldots, y^N) ,
\] (13)

in which \( C_{\text{ad}}^N \) is such that

\[
C_{\text{ad}}^N = \{(y^1, \ldots, y^N) \in (\mathbb{R}^n)^N, \sum_{\alpha=1}^{N} y^{\alpha} y^{\alpha T} = [I_n]\} .
\] (14)

For the high-dimension case, that is to say for \( n \times N \) very large, solving the optimization problem defined by Eqs. (13) and (14) is a very challenging problem which has been solved in the last decade only for small values of \( n \) and \( N \). Such a challenging problem has been solved in [48] thanks to the use of two novel algorithms:

(i) The first one is required, for \( \alpha = 1, \ldots, N \) and \( \ell = 1, \ldots, \nu_{\text{KL}} \), to generate the independent realizations \( \Psi_{\alpha}(\Xi(\theta_{\ell})) \) of \( \Psi_{\alpha}(\Xi) \) with high degree \( N_{d} \) of the polynomials \( \Psi_{\alpha} \). Introducing the \( (\nu \times N) \) real matrix \( [\Psi] \) such that \( [\Psi]_{\ell \alpha} = \Psi_{\alpha}(\Xi(\theta_{\ell})) \), matrix \( [\Psi] \) is computed as explained in [49] to preserve the orthogonality conditions defined by Eq. (7) for any values of \( N_g \) and \( N_d \).

(ii) The second one is required, for \( \alpha = 1, \ldots, N \) and \( \ell = 1, \ldots, \nu_{\text{KL}} \), to generate the independent realizations \( \Psi_{\alpha}(\Xi(\theta_{\ell})) \) of \( \Psi_{\alpha}(\Xi) \) with high degree \( N_{d} \) of the polynomials \( \Psi_{\alpha} \). Introducing the \( (\nu \times N) \) real matrix \( [\Psi] \) such that \( [\Psi]_{\ell \alpha} = \Psi_{\alpha}(\Xi(\theta_{\ell})) \), matrix \( [\Psi] \) is computed as explained in [49] to preserve the orthogonality conditions defined by Eq. (7) for any values of \( N_g \) and \( N_d \).

(iii) The random response vector \( U_{\text{PASM}} = (U_{\text{obs, PASM}}, U_{\text{nobs, PASM}}) \) of the computational stochastic model, corresponding to the optimal PASM represented by the PCE, is given by \( U_{\text{PASM}} = h(\Psi_{\text{PASM}}) \) in which \( \Psi_{\text{PASM}} \simeq \Psi + \sum_{j=1}^{n} \sqrt{\lambda_j} \eta^j_{\text{PASM}} W_j \) with \( \eta^j_{\text{PASM}} \simeq \sum_{\alpha=1}^{N} \sqrt{y^{\alpha} \eta^j_{\text{PASM}}} W_j \). The independent realizations \( \{U_{\text{PASM}}(\theta_{\ell}), \ell = 1, \ldots, \nu_{\text{KL}}\} \) are obtained by evaluating the polynomial \( \Psi_{\alpha}(\Xi(\theta_{\ell})) \) for each \( \ell = 1, \ldots, \nu_{\text{KL}} \) and \( \alpha = 1, \ldots, N \).
1 ≤ k ≤ m_{obs}, let \( U^\text{PASM}_k \) be a component of the random observation vector \( U^{\text{obs}, \text{PASM}} \) while, if \( m_{obs} + 1 ≤ k ≤ m \), then \( U^\text{PASM}_k \) represents a component of the random vector \( U^{\text{unobs}, \text{PASM}} \). The probability density function \( u_k \mapsto \rho_{U^\text{PASM}_k}(u_k) \) on \( \mathbb{R} \) of the random variable \( U^\text{PASM}_k \) is then estimated using the above independent realizations and the kernel density estimation method [6].

4. Comments about the proposed methodology and identification of Bayesian posteriors for the high-dimension PCE using partial and limited experimental data

For given experimental data sets, the best approach which can be made is the one (1) which takes into account all the available theoretical information related to the tensor-valued random field and (2) which reproduces the set of the available experimental data in a statistical sense. The family of PASM (see Step 1) which depends on the low-dimension vector-valued parameter \( \mathbf{w} \) must span the larger possible subset of all the admissible tensor-valued random fields. The construction of such a family must then take into account all the available mathematical properties (for instance an ellipticity condition). Nevertheless, since the optimal PASM (see Step 2) is constructed in identifying a family which has only a few free parameters (components of vector \( \mathbf{w} \)), this optimal PASM belongs to a subset which is not big enough to perfectly represent the available experimental data. Consequently, it is necessary to construct a posterior model to better represent the experimental data, that is to say, it is necessary to construct a representation which is capable to span a larger subset containing the experimental data. The approach used has then been to construct a PCE with random VVC of the optimal PASM. Such a PCE with random VVC has the capability to represent any tensor-valued random field and then has the capability to fit all the experimental data in a statistical sense. Nevertheless, a direct construction of such PCE with random VVC would not be realistic. This is the reason why, in Step 4, the PCE with deterministic VVC of the optimal PASM is constructed and then, the posterior model is constructed in replacing the deterministic VVC of the PCE by random VVC. Clearly, better will be the optimal PASM, less will be the numerical cost required to fit the probability distributions of the random VVC.

Let us consider an uncertain computational model for which the stochastic modeling of uncertain parameters is performed by introducing \( N_g \) independent random variables (after having applied a Karhunen-Loeve statistical reduction and a non-linear transformation of independent random variables for which the probability
measures are known). Clearly, for the direct problem consisting in analyzing the propagation of uncertainties through the computational model, the length of the germ of the PCE of the random response of this stochastic computational model, must be chosen as $N_g$. In this paper, the stochastic inverse problem is considered. The uncertain parameter is a random field for which the stochastic model is unknown and must be identified. Using the Karhunen-Loeve statistical reduction (see Step 3) and then the PCE of the $\mathbb{R}^n$-valued random variable $\eta_{\text{PASM}}$ (see Step 4), there are three unknown parameters $n$, $N_g$ and $N_d$, which must be selected to get a good convergence of the representation. The value of parameter $n$ is defined in studying the error function $n \mapsto \text{err}(n)$ defined by Eq. (4) which is based on a mean-square convergence. The value of $n$ is then independent from the value of $N_g$ and $N_d$. Now, the value of $N_g$ and $N_d$ must be defined in order that the convergence of the PCE of the $\mathbb{R}^n$-valued random variable $\eta_{\text{PASM}}$ be reached. Such a convergence is studied using the unusual $L^1$-log error function $(N_g, N_d) \mapsto \text{err}(N_g, N_d)$ defined by Eqs. (10) and (11). It should be noted that this error function is better than the mean-square error function and allows the convergence of the probability function to be controlled over all the range of the large values and the very small values of the probability levels (this means that this error function allows the tail of the probability density functions to be correctly fitted). Consequently, the maximum degree $N_d$ of the polynomial chaos must be sufficiently high to get the convergence of the representation when the random field is any non-Gaussian random field (a random field which is unknown and which must be identified without any information about the tails of the system of marginal probability distributions which define the probability law of the non-Gaussian random field). In addition, the introduction of a very large number $N$ of polynomial chaos $\{\Psi_\alpha(\Xi), \alpha = 1, \ldots, N\}$ induced by the use of a high value of $N_d$ coupled with the use of a significant value of $N_g$, is equivalent to the introduction of a very large number of uncorrelated random variables due to the orthogonal property defined by Eq. (7).

For the stochastic inverse problem under consideration, this analysis shows that, there is no reason to set a priori a value for $N_g$ or a value for $N_d$ which are strongly dependent. The optimal values of $N_g$ and $N_d$ must be determined using the $L^1$-log error function and there is no reason to set the value of $N_g$ to the value $n$.

As explained above, the family of PASM which is introduced is, in general, not capable to perfectly represent the experimental data (for instance, this can be the case for the mesoscale stochastic modeling of complex anisotropic and heterogeneous microstructures). It should be noted that the family of PASM does not take into account modeling errors but is introduced to model the random medium.
Consequently, a posterior stochastic model must be introduced in order to improve the optimal PASM which has been constructed and identified in Steps 1 to 3 and for which the representation by a high-dimension PCE has been constructed in Step 4. Such a posterior stochastic model is mainly constructed in order to take into account the modeling errors introduced by the choice of the family of the PASM.

Following the method of reduced PCE with random VVC of vector-valued random variables presented in [46, 48, 1] and in order to take into account model uncertainties, the optimal values \( (y^1, \ldots, y^N) \) constructed in Step 4 are replaced by a family of random vectors \( \{Y^1, \ldots, Y^N\} \) defined on a probability space \( (\Theta', T', P') \) which is independent of the family of random variables \( \{\Psi_1(\Xi), \ldots, \Psi_N(\Xi)\} \) (which are defined on the probability space \( (\Theta, T, P) \)).

In [48], we have proposed a first approach to identify such a posterior stochastic model. Presently, we propose an alternative approach based on the use of the Bayesian method for the high-dimension case. The identification of Bayesian posteriors in high-dimension case (that is to say the identification of a posterior probability distribution of a random vector with several millions of dependent components) using a random observation vector for which limited and partial experimental data are available is also a challenging problem.

5. Prior probability model of the random VVC

5.1. Prior model

Let \( V_{\text{prior}} \) be the prior stochastic model of \( V_{\text{PASM}} \), defined as the \( \mathbb{R}^{m_V} \)-valued random variable on the probability space \( (\Theta' \times \Theta, T' \otimes T, P' \otimes P) \), such that

\[
V_{\text{prior}} = V + \sum_{j=1}^{n} \sqrt{\lambda_j} \eta_j^{\text{prior}} W^j .
\]  

(15)

The prior stochastic model \( \eta_{\text{prior}} = (\eta_1^{\text{prior}}, \ldots, \eta_n^{\text{prior}}) \) is a \( \mathbb{R}^n \)-valued random variable defined on \( (\Theta' \times \Theta, T' \otimes T, P' \otimes P) \), which is written as the following PCE with random VVC (deduced from Eq. (6)),

\[
\eta_{\text{prior}} = \sum_{\alpha=1}^{N} Y_{\alpha,\text{prior}} \Psi_\alpha(\Xi) .
\]  

(16)
The family of $\mathbb{R}^n$-valued random variables $\{Y_1, \ldots, Y_N\}$ are defined on the probability space $(\Theta', T', P')$. We introduce the random vector $Y_{\text{prior}}$ with values in $\mathbb{R}^{nN}$, defined on $(\Theta', T', P')$, such that

$$Y_{\text{prior}} = (Y_1, \ldots, Y_N, \ldots),$$

and for which its probability distribution is assumed to be represented by a probability density function $y \mapsto p_{Y_{\text{prior}}}(y)$ on $\mathbb{R}^{nN}$ with respect to the Lebesgue measure $dy = dy_1 \ldots dy_{nN}$.

### 5.2. Independent realizations of the prior model

For all $(\theta', \theta)$ in $\Theta' \times \Theta$, the realization $V_{\text{prior}}(\theta', \theta)$ of $Y_{\text{prior}}$ is written as

$$V_{\text{prior}}(\theta', \theta) = V + \sum_{j=1}^n \sqrt{\lambda_j} \eta_{\text{prior}}^j(\theta', \theta) W_j,$$

in which the realization $\eta_{\text{prior}}(\theta', \theta) = (\eta_1^1(\theta', \theta), \ldots, \eta_n^N(\theta', \theta))$ of $\eta_{\text{prior}}$ is written as

$$\eta_{\text{prior}}(\theta', \theta) = \sum_{\alpha=1}^N Y_{\alpha, \text{prior}}(\theta') \Psi_{\alpha}(\Xi(\theta)).$$

The realization $Y_{\text{prior}}(\theta')$ of $Y_{\text{prior}}$ is given by

$$Y_{\text{prior}}(\theta') = (Y_1, \ldots, Y_N, \ldots).$$

### 5.3. Probability distribution of the prior model

Let $\varepsilon \geq 0$ be any given positive or null real number. The probability density function $y \mapsto p_{Y_{\text{prior}}}(y)$ on $\mathbb{R}^{nN}$ of the random vector $Y_{\text{prior}} = (Y_1, \ldots, Y_N, \ldots)$ is such that the random vectors $Y_1, \ldots, Y_N$ are mutually independent and such that,

$$Y_{\alpha, \text{prior}} = 2\varepsilon |y_\alpha| U_\alpha + \sum_{\alpha} - \varepsilon |y_{\alpha}|,$$

in which $|y_{\alpha}|$ is the vector $(|y_1^\alpha|, \ldots, |y_n^\alpha|)$ where $y_1, \ldots, y_N$ are the $N$ known vectors in $\mathbb{R}^n$ calculated in Step 4. In Eq. (21), $\{U_1, \ldots, U_N\}$ is a family of independent uniform random variables on $[0, 1]$, defined on $(\Theta', T', P')$. Consequently, the component $Y_{j, \text{prior}}$ of $Y_{\alpha, \text{prior}}$ is a uniform random variable, centered in $y_j^\alpha$ and the support of its probability distribution is written as

$$s_j^\alpha = [y_j^\alpha - \varepsilon |y_j^\alpha|, y_j^\alpha + \varepsilon |y_j^\alpha|].$$
It can then be deduced that \( E\{\mathbf{y}^{\text{prior}}\} = 0 \) and the mean values of the random VVC are such that
\[
E\{\mathbf{y}^{\alpha,\text{prior}}\} = \mathbf{y}^{\alpha}, \quad \text{for} \; \alpha = 1, \ldots, N,
\]
(23)
The statistical fluctuations of \( \mathbf{y}^{\alpha,\text{prior}} \) around the mean value \( \mathbf{y}^{\alpha} \) is controlled by parameter \( \varepsilon \). If \( \varepsilon = 0 \), then \( \mathbf{y}^{\alpha,\text{prior}} = \mathbf{y}^{\alpha} \) almost surely (deterministic case for the VVC of the PCE introduced in Step 4).

5.4. Subset of independent realizations for the prior model

Let \( \{[\mathbf{A}^{\text{prior}}(\mathbf{x}^1)], \ldots, [\mathbf{A}^{\text{prior}}(\mathbf{x}^{N_p})]\} \) be the \( N_p \) random matrices associated with the prior model \( \text{V}^{\text{prior}} \). In Section 2-(2), we have seen that the matrix-valued random field \( \{\mathbf{A}(\mathbf{x}), \mathbf{x} \in \Omega\} \) must generally satisfy mathematical properties for that the stochastic boundary value problem has a unique stochastic solution verifying given properties. Let us assume that such mathematical properties are described as follows: The family of random matrices \( \{[\mathbf{A}^{\text{prior}}(\mathbf{x}^1)], \ldots, [\mathbf{A}^{\text{prior}}(\mathbf{x}^{N_p})]\} \) verifies, almost surely, a property denoted as \( \mathcal{P}_{\text{rop}} \) (for instance, for all \( k \in \{1, \ldots, N_p\} \), the random matrix \( [\mathbf{A}^{\text{prior}}(\mathbf{x}^k)] \) should be positive define almost surely). By construction (see Section 2), for \( \varepsilon = 0 \), property \( \mathcal{P}_{\text{rop}} \) is verified almost surely. However, for \( \varepsilon > 0 \), such a property can not be verified for certain realizations. Consequently, the rejection method is used to construct the subset of independent realizations for which \( \mathcal{P}_{\text{rop}} \) is satisfied almost surely.

Let \( \varepsilon \) be fixed (not equal to zero). Let \( \mathbf{y}^{\text{prior}}(\theta_1'), \ldots, \mathbf{y}^{\text{prior}}(\theta_{\nu}') \) be \( \nu' \) independent realizations of \( \text{V}^{\text{prior}} \) for \( \theta_1', \ldots, \theta_{\nu}' \) in \( \Theta' \). Let \( \Xi(\theta_1), \ldots, \Xi(\theta_{\nu}) \) be the \( \nu \) independent realizations of \( \Xi \) (for \( \theta_1, \ldots, \theta_{\nu} \) in \( \Theta \) introduced in Step 4 of Section 3. For given \( \theta_\ell' \) and \( \theta_\ell \), let \( \mathbf{y}^{\text{prior}}(\theta_\ell', \theta_\ell) \) be the realization of \( \text{V}^{\text{prior}} \) and let \( [\mathbf{A}^{\text{prior}}(\mathbf{x}^1; \theta_\ell', \theta_\ell)], \ldots, [\mathbf{A}^{\text{prior}}(\mathbf{x}^{N_p}; \theta_\ell', \theta_\ell)] \) be the corresponding realizations of \( \{[\mathbf{A}^{\text{prior}}(\mathbf{x}^1)], \ldots, [\mathbf{A}^{\text{prior}}(\mathbf{x}^{N_p})]\} \). Consequently, if the family \( \{[\mathbf{A}^{\text{prior}}(\mathbf{x}^1; \theta'_\ell, \theta_\ell)], \ldots, [\mathbf{A}^{\text{prior}}(\mathbf{x}^{N_p}; \theta'_\ell, \theta_\ell)]\} \) verifies property \( \mathcal{P}_{\text{rop}} \), then realization \( (\theta_\ell', \theta_\ell) \) will be kept and, if not, this realization will be rejected. For fixed \( \theta_\ell' \), we then introduce the subset \( \{\theta_1, \ldots, \theta_{\nu'}\} \) of \( \{\theta_1, \ldots, \theta_{\nu}\} \) with \( \tilde{\nu}(\ell') \leq \nu \), for which property \( \mathcal{P}_{\text{rop}} \) is verified.

It should be noted that \( \varepsilon \) will arbitrarily be fixed in the context of the use of the Bayesian method to construct the posterior model. In general, more \( \varepsilon \) will be chosen large, more \( \tilde{\nu}(\ell') \) will be small. Therefore, a compromise will have to be chosen between the number \( \tilde{\nu}(\ell') \) of realizations to get convergence of the statistical estimators and a large value of \( \varepsilon \) allowing large deviations from the prior model to be generated.
5.5. Prior probability density functions of the responses

For all \( \ell' \) fixed in \( \{1, \ldots, \nu'\} \), the realizations \( \mathbf{U}_{\text{prior}}(\theta_{\ell'}, \theta_{\ell_j}) \) for \( j = 1, \ldots, \tilde{\nu}(\ell') \) of the prior random vector \( \mathbf{U}_{\text{prior}} = (\mathbf{U}_{\text{obs, prior}}, \mathbf{U}_{\text{nobs, prior}}) = \mathbf{h}(\mathbf{Y}_{\text{prior}}) \) are calculated with the stochastic computational model for the prior model \( \mathbf{Y}_{\text{prior}} \) of \( \mathbf{Y} \). For \( 1 \leq k \leq m_{\text{obs}} \), \( U_k^{\text{prior}} \) is a component of the random observation vector \( \mathbf{U}_{\text{obs, prior}} \) while, if \( m_{\text{obs}} + 1 \leq k \leq m \), then \( U_k^{\text{prior}} \) represents a component of the random vector \( \mathbf{U}_{\text{nobs, prior}} \). The probability density function \( u_k \mapsto p_{U_k^{\text{prior}}}(u_k) \) on \( \mathbb{R} \) of the prior random variable \( U_k^{\text{prior}} \) is then estimated using the above independent realizations and the kernel density estimation method [6].

6. Posterior probability model of the random VVC using the classical Bayesian approach

In this section, we present the use of the classical Bayesian approach to construct the posterior probability model \( \mathbf{Y}_{\text{post}} \) of the random VVC for which the prior probability model \( \mathbf{Y}_{\text{prior}} \) has been constructed in Section 5.

6.1. Conditional probability of the vector-valued random observation if VVC are given

For a given vector \( \mathbf{y} = (\mathbf{y}_1, \ldots, \mathbf{y}_N) \) in \( \mathbb{R}^{nN} = \mathbb{R}^n \times \cdots \times \mathbb{R}^n \), let \( \mathbf{U} = (\mathbf{U}_{\text{obs}}, \mathbf{U}_{\text{nobs}}) \) be the random vector with values in \( \mathbb{R}^m = \mathbb{R}^{m_{\text{obs}}} \times \mathbb{R}^{m_{\text{nobs}}} \), such that \( \mathbf{U} = \mathbf{h}(\mathbf{V}) \) (see Eq. (1)) in which the random vector \( \mathbf{V} \) with values in \( \mathbb{R}^{m_{\text{V}}} \) is given by \( \mathbf{V} = \mathbf{Y} + \sum_{j=1}^{n} \sqrt{\lambda_j} \eta_j \mathbf{W}_j \) (see Eq. (15)) and for which the random vector \( \eta = (\eta_1, \ldots, \eta_n) \) with values in \( \mathbb{R}^n \) is given by \( \eta = \sum_{\alpha=1}^{N} \mathbf{y}^\alpha \Psi_\alpha(\Xi) \) (see Eq. (16)).

We introduce the conditional probability density function \( \mathbf{u}_{\text{obs}} \mapsto p_{U_{\text{obs}}|\mathbf{Y}}(\mathbf{u}_{\text{obs}}|\mathbf{y}) \) (defined on \( \mathbb{R}^{m_{\text{obs}}} \) and with respect to the Lebesgue measure \( d\mathbf{u}_{\text{obs}} = d\mathbf{u}_1^{\text{obs}} \ldots d\mathbf{u}_m^{\text{obs}} \)) of random observation vector \( \mathbf{U}_{\text{obs}} \) if \( \mathbf{Y} = (\mathbf{Y}_1, \ldots, \mathbf{Y}_N) \) is equal to the given vector \( \mathbf{y} = (\mathbf{y}_1, \ldots, \mathbf{y}_N) \) in \( \mathbb{R}^{nN} \).

Consequently, the random observation vector \( \mathbf{U}_{\text{obs}} = (U_1^{\text{obs}}, \ldots, U_{m_{\text{obs}}}^{\text{obs}}) \) depends on \( \mathbf{Y} = \mathbf{y} \) and the stochastic computational model allows the conditional probability density functions \( \mathbf{u}_{\text{obs}} \mapsto p_{U_{\text{obs}}|\mathbf{Y}}(\mathbf{u}_{\text{obs}}|\mathbf{y}) \) and \( u_k^{\text{obs}} \mapsto p_{U_k^{\text{obs}}|\mathbf{Y}}(u_k^{\text{obs}}|\mathbf{y}) \) to be calculated.
6.2. Formulation using the Bayesian method

The posterior random vector \( \mathbf{U}_{\text{post}} = (\mathbf{U}_{\text{obs,post}}, \mathbf{U}_{\text{unobs,post}}) \) with values in \( \mathbb{R}^m = \mathbb{R}^{m_{\text{obs}}} \times \mathbb{R}^{m_{\text{unobs}}} \) is written (see Eq. (1)) as

\[
\mathbf{U}_{\text{post}} = h(\mathbf{V}_{\text{post}}), \quad \mathbf{U}_{\text{obs,post}} = h_{\text{obs}}(\mathbf{V}_{\text{post}}), \quad \mathbf{U}_{\text{unobs,post}} = h_{\text{unobs}}(\mathbf{V}_{\text{post}}),
\]

(24)

in which the \( \mathbb{R}^{m_{\text{V}}-\text{valued}} \) random vector \( \mathbf{V}_{\text{post}} \) is the posterior model of \( \mathbf{V}_{\text{prior}} \). Taking into account Eqs. (15) to (17), the posterior model of \( \mathbf{V}_{\text{prior}} \) is written as

\[
\mathbf{V}_{\text{post}} = \mathbf{V} + \sum_{j=1}^{n} \sqrt{\lambda_j} \eta_{j}^{\text{post}} \mathbf{W}^j,
\]

(25)

in which the posterior stochastic model \( \eta^{\text{post}} = (\eta^1_{\text{post}}, \ldots, \eta^N_{\text{post}}) \) is a \( \mathbb{R}^n \)-valued random variable defined on \( (\Theta', \mathcal{T}', \mathcal{P}') \), such that

\[
\eta^{\text{post}} = \sum_{\alpha=1}^{N} Y^\alpha,_{\text{post}} \Psi^\alpha(\Xi)
\]

(26)

in which the family of \( \mathbb{R}^n \)-valued random variables \( \{Y^1,_{\text{post}}, \ldots, Y^N,_{\text{post}}\} \) are defined on the probability space \( (\Theta', \mathcal{T}', \mathcal{P}') \). As previously, we introduce the \( \mathbb{R}^{nN} \)-valued random vector \( \mathbf{Y}_{\text{post}} \) defined on \( (\Theta', \mathcal{T}', \mathcal{P}') \) such that

\[
\mathbf{Y}_{\text{post}} = (Y^1,_{\text{post}}, \ldots, Y^N,_{\text{post}})
\]

(27)

whose its probability distribution is represented by the probability density function \( y \mapsto p^{\text{post}}_{\mathbf{Y}}(y) \) on \( \mathbb{R}^{nN} \) with respect to the Lebesgue measure \( dy = dy_1 \ldots dy_{nm} \).

Let \( \mathbf{u}^{\text{exp},1}, \ldots, \mathbf{u}^{\text{exp},\nu_{\text{exp}}} \) be the \( \nu_{\text{exp}} \) independent experimental data \( \mathbf{U}^{\text{exp}} \) corresponding to observation vector \( \mathbf{U}_{\text{obs}} \). The Bayesian method (see for instance [4, 5, 7, 9, 40, 50, 51, 54]) allows the posterior probability density function \( p^{\text{post}}_{\mathbf{Y}}(y) \) to be calculated, using the prior probability density function \( p^{\text{prior}}_{\mathbf{Y}}(y) \) and using the experimental values \( p_{\mathbf{U}^{\text{obs}}|\mathbf{Y}}(\mathbf{u}^{\text{exp},\ell}|\mathbf{y}) \) of the conditional probability density function \( p_{\mathbf{U}^{\text{obs}}|\mathbf{Y}}(\mathbf{u}^{\text{obs}}|\mathbf{y}) \), as

\[
p^{\text{post}}_{\mathbf{Y}}(y) = L^{\text{bayes}}(y) p^{\text{prior}}_{\mathbf{Y}}(y)
\]

(28)

in which \( y \mapsto L^{\text{bayes}}(y) \) is the likelihood function defined on \( \mathbb{R}^{nN} \), with values in \( \mathbb{R}^+ \), such that

\[
L^{\text{bayes}}(y) = \frac{\prod_{\ell=1}^{\nu_{\text{exp}}} p_{\mathbf{U}^{\text{obs}}|\mathbf{Y}}(\mathbf{u}^{\text{exp},\ell}|\mathbf{y})}{E\{\prod_{\ell=1}^{\nu_{\text{exp}}} p_{\mathbf{U}^{\text{obs}}|\mathbf{Y}}(\mathbf{u}^{\text{exp},\ell}|\mathbf{Y}^{\text{prior}})\}}.
\]

(29)
Eq. (29) shows that likelihood function \( \mathcal{L}^{\text{bayes}} \) must verify the following equation,

\[
E\{ \mathcal{L}^{\text{bayes}}(\gamma^{\text{prior}}) \} = \int_{\mathbb{R}^n} \mathcal{L}^{\text{bayes}}(\gamma) p^{\text{prior}}(\gamma) \, d\gamma = 1
\]

(30)

6.3. Posterior probability density functions of the responses

The probability density function \( \mathbf{u} \mapsto p_{U^{\text{post}}}(\mathbf{u}) \) on \( \mathbb{R}^m \) of the posterior random vector \( U^{\text{post}} \) is then given by \( p_{U^{\text{post}}}(\mathbf{u}) = \int_{\mathbb{R}^n} p_{U|Y}(\mathbf{u}|\gamma) p_{Y}(\gamma) \, d\gamma \) in which \( p_{U|Y}(\mathbf{u}|\gamma) \) is the conditional probability density function of \( U \) given \( \gamma \) and which is constructed using the computational model defined in Section 6.1. Using Eq. (28), this last equation can be rewritten as \( p_{U^{\text{post}}}(\mathbf{u}) = E\{ \mathcal{L}^{\text{bayes}}(\gamma^{\text{prior}}) p_{U|Y}(\mathbf{u}|\gamma^{\text{prior}}) \} \).

Let \( U_k^{\text{post}} \) be any component of random vector \( U^{\text{post}} \). For \( 1 \leq k \leq m_{\text{obs}} \), \( U_k^{\text{post}} \) represents a component of random observation vector \( U_{\text{obs},k}^{\text{post}} \) while, if \( m_{\text{obs}} + 1 \leq k \leq m \), then \( U_k^{\text{post}} \) represents a component of random vector \( U_{\text{comp},k}^{\text{post}} \). Consequently, the probability density function \( \mathbf{u}_k \mapsto p_{U_{k}^{\text{post}}}(\mathbf{u}_k) \) on \( \mathbb{R} \) of the posterior random variable \( U_k^{\text{post}} \) is then given by

\[
p_{U_{k}^{\text{post}}}(\mathbf{u}_k) = E\{ \mathcal{L}^{\text{bayes}}(\gamma^{\text{prior}}) p_{U_{k}|Y}(\mathbf{u}_k|\gamma^{\text{prior}}) \}
\]

(31)
in which \( p_{U_{k}|Y}(\mathbf{u}_k|\gamma) \) is the conditional probability density function of the real valued random variable \( U_k \) given \( \gamma \) and which is constructed using the computational model defined in Section 6.1.

6.4. Computational aspects

We use the notation introduced in Section 5.4 concerning the realizations of \( \gamma \) and \( \Xi \). For \( \nu' \) sufficiently large, the right-hand side of Eq. (31) can be estimated by

\[
p_{U_{k}^{\text{post}}}(\mathbf{u}_k) \approx \frac{1}{\nu'} \sum_{\ell'=1}^{\nu'} \mathcal{L}^{\text{bayes}}(\gamma^{\text{prior}}(\theta'_{\ell'})) p_{U_{k}|Y}(\mathbf{u}_k|\gamma^{\text{prior}}(\theta'_{\ell'}))
\]

(32)

For fixed \( \theta'_{\ell'} \), the computational model defined in Section 6.1 is used to calculate the \( \tilde{v}(\ell') \) independent realizations \( \tilde{U}(\theta_{\ell}, \gamma^{\text{prior}}(\theta'_{\ell'})), \ldots, \tilde{U}(\theta_{\ell,\nu'}, \gamma^{\text{prior}}(\theta'_{\ell'})) \) for \( \gamma = \gamma^{\text{prior}}(\theta'_{\ell'}) \). We can then deduce \( U_{\text{obs}}^{\text{exp}}(\theta_{\ell}, \gamma^{\text{prior}}(\theta'_{\ell'})), \ldots, U_{\text{obs}}^{\text{exp}}(\theta_{\ell,\nu'}, \gamma^{\text{prior}}(\theta'_{\ell'})) \)

and, for all fixed \( k \), \( U_k(\theta_{\ell}, \gamma^{\text{prior}}(\theta'_{\ell'})), \ldots, U_k(\theta_{\ell,\nu'}, \gamma^{\text{prior}}(\theta'_{\ell'})) \).

(1) Using the independent realizations \( U_{\text{obs}}^{\text{exp}}(\theta_{\ell}, \gamma^{\text{prior}}(\theta'_{\ell'})), \ldots, U_{\text{obs}}^{\text{exp}}(\theta_{\ell,\nu'}, \gamma^{\text{prior}}(\theta'_{\ell'})) \) and the multivariate Gaussian kernel density estimation (see Appendix A), we can estimate \( p_{U_{\text{obs}}^{\text{exp}}(\theta_{\ell})}(\mathbf{u}_{\text{exp}}^{\ell})^{\gamma^{\text{prior}}(\theta'_{\ell'})} \) and then, using Eq. (29), we can compute \( \mathcal{L}^{\text{bayes}}(\gamma^{\text{prior}}(\theta'_{\ell'})) \) for \( \ell' = 1, \ldots, \nu' \).
(2) Using the independent realizations \( U_k(\theta_{\ell} | \theta_{\ell}^{\text{prior} (\theta_{\ell}^{'})}) \), \( U_k(\theta_{\ell}^{\text{prior} (\theta_{\ell}^{'})}) \), and the kernel estimation method [6], we can estimate \( p_{U_k | Y}(u_k | \theta_{\ell}^{\text{prior} (\theta_{\ell}^{'})}) \) and then, using Eq. (32), we can estimate \( p_{U_k | Y}(u_k | \theta_{\ell}^{\text{prior} (\theta_{\ell}^{'})}) \).

7. Posterior probability model of the random VVC using a new approach derived from the Bayesian approach

In Section 6, we have presented the classical Bayesian approach to construct the posterior model \( Y_{\text{post}} \) of the prior model \( Y_{\text{prior}} \) of the random VVC. Nevertheless, in the application presented in Section 8, we will see that, for a very high-dimension problem (the random vector \( Y_{\text{post}} \) has several millions of components), the usual Bayesian method can be improved to get a more efficient method derived from the classical one and presented below.

It should be noted that Eq. (31) can be rewritten as

\[
p_{U_k | Y}(u_k) = E\{L_{\text{lls}} p_{U_k | Y}(u_k | \theta_{\ell}^{\text{prior} (\theta_{\ell}^{'})})\},
\]

in which the positive-valued random variable \( L_{\text{lls}} \) defined on \((\Theta', T', P')\) is such that \( L_{\text{lls}} = L_{\text{bayes} (\theta_{\ell}^{\text{prior} (\theta_{\ell}^{'})})} \) and such that \( E\{L_{\text{lls}}\} = 1 \) (see Eq. (30)). The \( \nu' \) independent realizations of \( L_{\text{lls}} \) are \( L_{\text{lls}}(\theta_{1}'), \ldots, L_{\text{lls}}(\theta_{\nu'}') \) such that \( L_{\text{lls}}(\theta_{\ell}') = L_{\text{bayes} (\theta_{\ell}^{\text{prior} (\theta_{\ell}^{'})})} \). With such a notation, Eq. (32) can be rewritten as

\[
p_{U_k | Y}(u_k) \simeq \frac{1}{\nu'} \sum_{\ell'=1}^{\nu'} L_{\text{lls}}(\theta_{\ell}') p_{U_k | Y}(u_k | \theta_{\ell}^{\text{prior} (\theta_{\ell}^{'})}) ,
\]

and \( E\{L_{\text{lls}}\} = 1 \) yields

\[
\frac{1}{\nu'} \sum_{\ell'=1}^{\nu'} L_{\text{lls}}(\theta_{\ell}') \simeq 1 .
\]

The method proposed consists in using Eq. (34), but in replacing \( L_{\text{lls}} = L_{\text{bayes} (\theta_{\ell}^{\text{prior} (\theta_{\ell}^{'})})} \) by another random variable for which the vector \( L_{\text{lls}} = (L_{\text{lls}}(\theta_{1}'), \ldots, L_{\text{lls}}(\theta_{\nu'}')) \) of the realizations of \( L_{\text{lls}} \) is constructed as the unique solution of the following linear least square optimization problem with nonnegativity constraints,

\[
L_{\text{lls}} = \arg \min_{L \in \mathcal{L}_{\text{ad}}} G(L) .
\]
The admissible set $G_{\text{ad}}$ is defined as

$$G_{\text{ad}} = \{ L = (L_1, \ldots, L_{\nu'}) \in R^{\nu'}; \ L_1 \geq 0, \ldots, L_{\nu'} \geq 0; \ \frac{1}{\nu'} \sum_{\ell=1}^{\nu'} L_{\ell} = 1 \}.$$  \hspace{1cm} (37)

The cost function $L \mapsto G(L)$ is defined as

$$G(L) = \sum_{k=1}^{m_{\text{obs}}} \int_R \left( \hat{p}_{U_k^{\text{exp}}}(u_{k}^{\text{obs}}) - \frac{1}{\nu'} \sum_{\ell=1}^{\nu'} L_{\ell} \ p_{U_k^{\text{obs}|Y}}(u_{k}^{\text{obs}}|\theta'_{\ell}) \right)^2 du_k^{\text{obs}},$$ \hspace{1cm} (38)

in which $u_k^{\text{obs}} \mapsto \hat{p}_{U_k^{\text{exp}}}(u_k^{\text{obs}})$ is an estimation of the probability density function of the random variable $U_k^{\text{exp}}$ carried out with the experimental data $u_1^{\text{exp}}, \ldots, u_{\nu'}^{\text{exp}}$ (see Section 2-(3)) and using the kernel estimation method [6]. In Eq. (38), $p_{U_k^{\text{obs}|Y}}(u_k^{\text{obs}}|\theta'_{\ell})$ is estimated as explained in Section 6.4. The optimization problem defined by Eq. (36) can be solved, for instance, using the algorithm described in [26]. The quality assessment is performed using Eq. (34) for $k$ such that $m_{\text{obs}} + 1 \leq k \leq m$, that is to say, when $U_k^{\text{post}}$ represents a component of the random vector $U_{m_{\text{obs}},\text{post}}$ which is not observed and which is then not used in Eq. (36) for the calculation of $L_{\text{lls}}$.

In theory, the Bayesian approach presented in Section 6 can be used in high dimension and for a few experimental data (small value of $\nu_{\text{exp}}$), but in practice, for the high-dimension case (very large value of the product $nN$ such as several millions), the posterior probability model significantly improves the prior model if many experimental data are available (large value of $\nu_{\text{exp}}$). On the other hand, the method proposed in Section 7 requires the estimation of the probability density function of the experimental observations $U_k^{\text{exp}}$ (using the kernel density estimation in the context of nonparametric statistics). Such an estimation is not correct if $\nu_{\text{exp}}$ is too small and must be sufficiently large (for instance $\nu_{\text{exp}} \simeq 100$). In Section 8 which is devoted to the application, for $nN = 550 \times 10^6 = 5.843 \times 10^6$ (high-dimension case), $m_{\text{obs}} = 50$ while $m = 1.017$ (partial data) and $\nu_{\text{exp}} = 200$ (limited data), we will see that the posterior model constructed with the method proposed in Section 7 is more efficient than the Bayesian method presented in Section 6. Finally, it should be noted that, as soon as the independent realizations $Y_{\text{prior}}(\theta'_1), \ldots, Y_{\text{prior}}(\theta'_{\nu'})$ are given, Eqs. (36) to (38) correspond to the generator of random variable $L_{\text{lls}}$ allowing the realizations $L_{\text{lls}}(\theta'_1), \ldots, L_{\text{lls}}(\theta'_{\nu'})$ to be generated. For any $\nu'$ and for any realizations of $Y_{\text{prior}}$, we then have a generator of
realizations of $L^\text{lls}$. For any given measurable mapping $g$ defined on $\mathbb{R}^m$, we can then compute the quantity

$$E\{g(U^{\text{post}})\} \simeq \frac{1}{\nu'} \sum_{\ell' = 1}^{\nu'} \frac{L^\text{lls}(\theta'_{\ell'})}{\bar{\nu}'(\ell')} \sum_{j = 1}^{g(U)} g(U^{\text{prior}}(\theta'_{\ell'}, \theta_{\ell})), \quad (39)$$

where $U^{\text{prior}}(\theta'_{\ell'}, \theta_{\ell}) = h(V^{\text{prior}}(\theta'_{\ell'}, \theta_{\ell}))$ is calculated with the computational model and where

$$V^{\text{prior}}(\theta'_{\ell'}, \theta_{\ell}) = V + \sum_{j = 1}^{n} \sqrt{\lambda_j} \eta^{\text{prior}}(\theta'_{\ell'}, \theta_{\ell}) W^j, \quad (40)$$

with

$$\eta^{\text{prior}}(\theta'_{\ell'}, \theta_{\ell}) = \sum_{\alpha = 1}^{N} Y^{\alpha,\text{prior}}(\theta'_{\ell'}) \Psi_\alpha(\Xi(\theta_{\ell})), \quad (41)$$

8. Application

In this work, we reuse the example introduced in [48], but the experimental data are different. The stochastic model used to generate the experimental data (numerical experiments) strongly differs from the family of prior algebraic stochastic models (PASM). This means that the prior stochastic model cannot fit the experiments and consequently, the posterior model must be constructed using the experimental data. Consequently, the first four steps of the methodology must be redone and will then be presented. We will present the identification of the posterior model using the two approaches presented in Sections 6 and 7. In order to give readability to the present paper, we give again some explanations, already introduced in [48], but required to obtain a good understanding.

8.1. Definition of the stochastic boundary value problem at the meso-scale

We consider a microstructure represented by the domain $\Omega = (0, 1)^3$ of $\mathbb{R}^3$ with generic point $x = (x_1, x_2, x_3)$ (see Fig. 1). Domain $\Omega$ is occupied by a heterogeneous complex material modeled by a statistically homogeneous and anisotropic elastic random medium at the meso-scale. For this meso-scale modeling, the elastic properties of the microstructure are then defined by the non-Gaussian fourth-order tensor-valued random field $\{C(x), x \in \Omega\}$ in which $C(x) = \{C_{ijkl}(x)\}_{ijkl}$. Let $\{u(x) = (u_1(x), u_2(x), u_3(x)), x \in \Omega\}$ be the displacement random field at the meso-scale. The random constitutive equation is then written as $s_{jk}(x) =$
The stochastic boundary value problem consists in finding the second-order random field \( \{ u(x), x \in \Omega \} \) such that

\[
- \text{div} \, s = 0 \quad \text{in} \quad \Omega ,
\]

\[
u(x) = 0 \quad \text{on} \quad \Gamma_0 ,
\]

\[
s(x) \cdot n(x) = g^\Gamma(x) \quad \text{on} \quad \Gamma \quad \text{and} \quad s(x) \cdot n(x) = 0 \quad \text{on} \quad \Gamma_{\text{obs}},
\]

in which \( n(x) = (n_1(x), n_2(x), n_3(x)) \) is the outward unit normal to \( \partial \Omega \), where \( \{ \text{div} \, s(x) \} = \partial s_{jk}(x)/\partial x_k \) and where the random constitutive equation is defined above.

### 8.2. Introduction of a family of prior algebraic stochastic models (PASM) for the random field \( \{ C(x), x \in \Omega \} \)

We apply Step 1 of the methodology presented in Section 3. The stochastic boundary value problem defined by Eq. (42) is elliptic. A family \( \{ C_{\text{PASM}}(x; \mathbf{w}), x \in \Omega \} \)
of PASM is introduced to represent the fourth-order tensor-valued random field \( \{C(x), x \in \Omega\} \). For all \( x \in \Omega \), \( A_{\text{PASM}}(x; w) \) is represented by the symmetric positive-definite \((6 \times 6)\) real random matrix \( A_{\text{PASM}}(x; w) \) such that \( A_{\text{PASM}}(x; w)_{ij} = A_{\text{PASM}}(x; w)_{ji} \) and depends on the vector-valued parameter \( w \). Such a family \( \{A_{\text{PASM}}(x; w), x \in \Omega\}_w \) of PASM cannot arbitrarily be chosen (see for instance [2, 3, 56] for the scalar case). In this application, we are interested in the anisotropic case (tensor case) and we then propose to choose the stochastic model as follows. It is assumed that the mean value \( A = E\{A_{\text{PASM}}(x; w)\} \) is independent of \( x \) and is a positive-definite matrix. For all \( x \in \Omega \), \( A_{\text{PASM}}(x; w) \) is written as \( A_{\text{PASM}}(x; w) = [A^0] + [A_{\text{PASM}}(x; w)] \), in which the positive-definite matrix \( [A^0] \) is written as \( [A^0] = \varepsilon_0 A \) with \( 0 < \varepsilon_0 < 1 \) (which can be chosen as small as one wants), and where \( A_{\text{PASM}}(x; w) \) is a positive-definite random matrix. In this application, \( \varepsilon_0 \) is chosen to the value \( 10^{-6} \). The family of random fields \( \{A_{\text{PASM}}(x; w), x \in \Omega\}_w \) is defined in [43, 44] which yields a stochastic non-uniform ellipticity condition. The family of random fields \( \{A_{\text{PASM}}(x; w), x \in \Omega\}_w \), defined above, then yields a stochastic ellipticity condition which implies that the second-order random solution of the stochastic boundary value problem continuously depend from its parameters. It can then be deduced that the mean value \( A \) of \( A_{\text{PASM}}(x; w) \) is such that \( A = E\{A_{\text{PASM}}(x; w)\} = A - [A^0] = ([1 - \varepsilon_0]A) \) which is then a positive-definite matrix. For this PASM, there exists a generator of independent realizations. The vector-valued parameter is \( w = (\delta, L_c) \in C_{sd} \) in which \( \delta > 0 \) is a real parameter controlling the level of statistical fluctuations of the field and \( L_c > 0 \) is a correlation length controlling the spatial correlation of the field. In [43, 44], it is proven that, for all \( x \in \Omega \), \( A_{\text{PASM}}(x; w) = [L^T \mathcal{L}(x; \delta, L_c)]^T [L \mathcal{L}(x; \delta, L_c)] [L^T \mathcal{L}] \) in which \( A = [L^T \mathcal{L}] \) and where the random upper triangular matrix \( [L \mathcal{L}(x; \delta, L_c)] \) depends on \( x \), \( \delta \) and \( L_c \) and is such that \( E\{[L \mathcal{L}(x; \delta, L_c)]^T [L \mathcal{L}(x; \delta, L_c)]\} = [I_6] \). As explained in [43, 44], the random upper triangular matrix \( [L \mathcal{L}(x; \delta, L_c)] \) is explicitly expressed as a function of 21 independent homogeneous normalized Gaussian real-valued random fields for which the 21 spatial autocorrelation functions depend on 63 real parameters \( L_1^{j,j'}, L_2^{j,j'}, L_3^{j,j'} \) for \( 1 \leq j \leq j' \leq 6 \) which represent the spatial correlation lengths. In this application, we have used \( L_c = L_1^{j,j'} = L_2^{j,j'} = L_3^{j,j'} \) for \( 1 \leq j \leq j' \leq 6 \). Consequently, the spatial correlation lengths of the random field \( \{A_{\text{PASM}}(x; w), x \in \Omega\}_w \) is controlled by only one parameter which is \( L_c \).
8.3. Stochastic finite element approximation of the stochastic boundary value problem

The cube \([0,1]^3\) is meshed with \(6 \times 6 \times 6 = 216\) finite elements using 8-nodes finite elements (see Fig. 1). There are 8 integration points in each finite element. We then have \(N_p = 1\,728\) integration points. The dimension of vector \(V^{\text{PASM}}(w)\) discretizing \(A^{\text{PASM}}(\cdot;w)\) is then \(m_v = 21 \times N_p = 36\,288\). Concerning the boundary conditions, the displacements are locked at points \((1,0,0)\), \((1,1,0)\), \((1,1,1)\) and \((1,0,1)\) corresponding to the 4 corners of the face of the cube in the plane \(x_1 = 1\). An external point load \((0,1,0)\) is applied to the node of coordinates \((0,0,1)\). The observed degrees of freedom, for which there are available experimental data, are the \(x_2\)- and \(x_3\)-displacements of the nodes located inside the face \(x_1 = 0\). Since there are 49 nodes on each face of the cube whose 25 nodes inside the face, there are \(m_{\text{obs}} = 2 \times 25 = 50\) observed degrees of freedom. The number of degrees of freedom for which no experimental data are available is \(m_{\text{nobs}} = 967\) and the total number of degrees of freedom is then \(m = 1\,017\).

8.4. Experimental data sets

The objective is the validation of the methodology proposed for partial and limited experimental data. The experimental data are then synthetically generated using the stochastic boundary value problem for which the elasticity tensor is a non-Gaussian elastic random field defined on \((\Theta^{\text{exp}}, T^{\text{exp}}, P^{\text{exp}})\), such that, for all \(x\) in \(\Omega\), \(A^{\text{exp}}(x) = [A^0] + [L^{\text{exp}}]^T [L(x; \delta^{\text{exp}}, L_c^{\text{exp}})] [G^{\text{pert}}] L(x; \delta^{\text{exp}}, L_c^{\text{exp}})] [L^{\text{exp}}].\)

We have taken \(\delta^{\text{exp}} = 0.25\), \(L_c^{\text{exp}} = 0.33\), and \([G^{\text{pert}}]\) is the positive-definite symmetric \((6 \times 6)\) random matrix defined in [42] such that \(E([G^{\text{pert}}}] = [I_6]\) and whose statistical fluctuations are controlled by the dispersion parameter \(\delta^{\text{pert}}\) which is chosen equal to 0.3. It should be noted that the total statistical fluctuations of this random field is controlled by two multiplicative random matrices \([G(x; \delta^{\text{exp}}, L_c^{\text{exp}})] = [L(x; \delta^{\text{exp}}, L_c^{\text{exp}})] [L(x; \delta^{\text{exp}}, L_c^{\text{exp}})] [G^{\text{pert}}]\), whose dispersion parameters are \(\delta^{\text{exp}} = 0.25\) and \(\delta^{\text{pert}} = 0.3\). For the anisotropic material, the \((6 \times 6)\) real matrix \([A^{\text{exp}}] = (1 - \varepsilon_0)[A^0]\) of the mean model, such that \([A^{\text{exp}}] = [L^{\text{exp}}]^T [L^{\text{exp}}]\), is defined as

\[
[A^{\text{exp}}] = 10^{10} \times \begin{bmatrix}
3.3617 & 1.7027 & 1.3637 & -0.1049 & -0.2278 & 2.1013 \\
1.7027 & 1.6092 & 0.7262 & 0.0437 & -0.1197 & 0.8612 \\
1.3637 & 0.7262 & 1.4653 & -0.1174 & -0.1506 & 1.0587 \\
-0.1049 & 0.0437 & -0.1174 & 0.1319 & 0.0093 & -0.1574 \\
-0.2278 & -0.1197 & -0.1506 & 0.0093 & 0.1530 & -0.1303 \\
2.1013 & 0.8612 & 1.0587 & -0.1574 & -0.1303 & 1.7446
\end{bmatrix}
\] (43)
The matrix defined by Eq. (43) corresponds to the mean value of the elasticity tensor of the anisotropic random microstructure presented in [44]. Finally, we consider \( \nu_{\text{exp}} = 200 \) experimental data sets \( u^{\text{exp},1}, \ldots, u^{\text{exp},\nu_{\text{exp}}} \) considered as independent realizations of the random vector \( U^{\text{exp}} \) defined on probability space \( (\Theta^{\text{exp}}, T^{\text{exp}}, P^{\text{exp}}) \). Each experimental data set \( u^{\text{exp},\ell} \) is then generated as the realization \( U^{\text{exp}}(\theta^{\text{exp}}) \) of the observation vector in \( \mathbb{R}^{n_{\text{obs}}} \), that is to say, is such that \( u^{\text{exp},\ell} = h^{\text{obs}}(V^{\text{exp}}(\theta^{\text{exp}})) \) in which \( \theta^{\text{exp}} \), \( \theta^{\text{exp}} \), \( \theta^{\text{exp}} \) are \( \nu_{\text{exp}} \) independent realizations in \( G^{\text{exp}} \) and where \( V^{\text{exp}} \) is the random vector representing the finite family of random matrices \( \{ [A^{\text{exp}}(x)], x \in \mathcal{I} \} \).

8.5. Identification with experimental data of an optimal PASM in the constructed family

The optimization problem defined in Step 2 of Section 3 is constructed using the least-square method and allows the identification of the optimal PASM to be carried out using the experimental data. This optimization problem is solved by the trial method. The cost function \( w \mapsto J(w) \) (defined in [48]) is computed for \( \delta \in \{ 0.24, 0.27, 0.30, 0.33, 0.36, 0.39, 0.42, 0.45, 0.48, 0.51, 0.55 \} \), for \( L_c \in \{ 0.2, 0.24, 0.28, 0.3, 0.31, 0.32, 0.33, 0.34, 0.35, 0.36, 0.4 \} \) and for \( [A] = [A^{\text{exp}}] \) (note that \([A]\) is fixed and is not free in the optimization problem). For each trial point \( w \), the value of the cost function \( J(w) \) is estimated using the stochastic numerical model \( U^{\text{obs},\text{PASM}}(w) = h^{\text{obs}}(V^{\text{PASM}}(w)) \) which is solved by the Monte Carlo method with 1 000 independent realizations of random vector \( V^{\text{PASM}}(w) \). The optimal value \( w^{\text{opt}} = (\delta^{\text{opt}}, L_c^{\text{opt}}) \), corresponding to the minimum of the cost function, is obtained for \( \delta^{\text{opt}} = 0.42 \) and \( L_c^{\text{opt}} = 0.34 \). Fig. 2 displays the graph of the cost function \((\delta, L_c) \mapsto J(\delta, L_c)\).

8.6. Construction of the statistical reduced-order optimal PASM

We apply Step 3 of the methodology presented in Section 3. The optimal PASM \( V^{\text{PASM}}(w^{\text{opt}}) \) is simply denoted by \( V^{\text{PASM}} \). Its mean value \( \bar{V} = E\{ V^{\text{PASM}}(w^{\text{opt}}) \} \) is a vector in \( \mathbb{R}^{36 \times 288} \) and its covariance matrix \( C_{V^{\text{PASM}}} \) is a \((36 \times 36 \times 36)\) real symmetric matrix. These two second-order moments are estimated with the optimal PASM using \( \nu_{\text{KL}} = 1 \) 000 independent realizations. The dominant eigenspace of the eigenvalue problem \( [C_{V^{\text{PASM}}}] \bar{w}^J = \lambda J \bar{w}^J \) is solved by using the usual subspace iteration method without assembling matrix \( [C_{V^{\text{PASM}}}]. \) The \((36 \times 36 \times n)\) real matrix \( [\bar{w}] = [\bar{w}^1 \ldots \bar{w}^n] \) of the \( n \) eigenvectors associated with the \( n \) largest eigenvalues \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \geq 0 \) is such that \( [\bar{w}]^T[\bar{w}] = [I_n] \). Fig. 3 displays the graph of the relative error function \( n \mapsto \text{err}(n) = 1 - (\sum_{j=1}^n \lambda_j)/\text{tr}[C_{V^{\text{PASM}}}] \) related to the
convergence (with respect to $n$) of the expansion of random vector $V^{\text{PASM}}$ corresponding to the optimal PASM. This figure shows that a reasonable convergence is reached for $n = 550$.

8.7. Construction of the PCE with deterministic VVC of the reduced-order optimal PASM

We apply Step 4 of the methodology presented in Section 3. The calculations of (1) the value $N_g$ of the length of germ $\Xi = (\Xi_1, \ldots, \Xi_{N_g})$, (2) the max-
imum degree $N_d$ of the polynomial chaos $\Psi_\alpha(\Xi)$, and (3) the optimal values $y_1, \ldots, y_N$ of the deterministic VVC in $\mathbb{R}^n$ (with $n = 550$) of the PCE $\eta^{\text{chaos}}(N) = \sum_{\alpha=1}^{N} y_\alpha \Psi_\alpha(\Xi)$, are performed as explained in Step 4 of Section 3 and in [48], with $\nu_{KL} = 1\,000$ and $\nu = 11\,000$. The convergence is obtained for $N_g = 4$ (as in [48]). Fig. 4 displays the graph of the $L^1$-error function $N_d \mapsto \text{err}(N_g, N_d)$ for random vector $\eta^{\text{chaos}}(N)$ with $N = h(N_g, N_d)$ and for $N_g = 4$. It can be seen that convergence is obtained for $N_d = 20$. At convergence ($N_g = 4$ and $N_d = 20$), there are $N = 10\,625$ deterministic VVC in the PCE of $\eta^{\text{chaos}}(N)$, that is to say $5\,843\,750 = 10\,625 \times 550$ real coefficients which have been identified. It should be noted that there are $N_g = 4$ independent Gaussian germs, inducing $N = 10\,625$ uncorrelated non-Gaussian (but dependent) random variables used in the PCE, value ($N_g = 4$) which has to be compared to the 36 288 independent Gaussian germs used to generate $\nu^{\text{PASM}}$ (the optimal non-Gaussian PASM). Fig. 5 is related to the convergence analysis with respect to the number $N = h(N_g, N_d)$ of chaos. Each figure shows the comparison of the graph of the optimal PASM pdf $e \mapsto \log_{10}(p_{\eta^{\text{PASM}}}(e))$ with the graph of the pdf $e \mapsto \log_{10}(p_{\eta^{\text{chaos}}(N)}(e; y_1, \ldots, y_N))$ estimated using the PCE with $N = h(N_g, N_d)$ of chaos. The figures show the comparisons for the coordinates $j = 1$ and 550, for $N_g = 4$ and for $N_d = 9$ ($N = 714$), $N_d = 20$ ($N = 10\,625$) and for $N_d = 22$ ($N = 14\,949$). It can be seen again a good convergence of the probability density function for these two coordinates obtained for $N_g = 4$ and $N_d = 20$ corresponding to the value $N = 10\,625$. The quality of the convergence is similar for the other 548 coordinates.

![Figure 4: $L^1$-error function $N_d \mapsto \text{err}(N_g, N_d)$ for random vector $\eta^{\text{chaos}}(N)$ with $N = h(N_g, N_d)$ and for $N_g = 4$.](image-url)
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Figure 5: Convergence analysis with respect to the number $N$ of chaos. Comparisons of the graph of the optimal PASM pdf $e \mapsto p_{\eta_{\text{PASM}}}^j(e)$ (thin solid line) with the graph of the pdf $e \mapsto p_{\eta_{\text{chaos}}}^j(e)$ estimated using the PCE with $N$ chaos (thick solid line), for different values of $N$ and for given coordinate $j$ (the values of $j$ and $N$ are indicated at the top of each figure). Vertical axis: $\log_{10}$ of the pdf. Horizontal axis: value $e$ of $\eta_j$. 
8.8. Prior probability model of the random VVC

Section 5 is used with \( n = 550, N = 10,625, \varepsilon = 1.2, \nu' = 10,000 \) and \( \nu = 3,000 \). As explained in Section 5.4, each matrix of the family \( \{A_{\text{prior}}^{\text{prior}}(x^1; \theta'_\ell, \theta_\ell), \ldots, A_{\text{prior}}^{\text{prior}}(x^{N_p}; \theta'_\ell, \theta_\ell)\} \) must be positive definite (property \( \mathcal{P}_{\text{rop}} \)). For fixed \( \theta'_\ell \), the subset \( \{\theta_1, \ldots, \theta_{\nu'}(\ell')\} \) of \( \{\theta_1, \ldots, \theta_{\nu}\} \) has been determined with the stochastic computational model in order that property \( \mathcal{P}_{\text{rop}} \) be verified. Fig. 6 displays the graph of function \( \ell' \mapsto \tilde{\nu}(\ell') \) from \( \{1, \ldots, \nu'\} \) into \( \{1, \ldots, \nu\} \). It can be seen that the average value is about 340, which compared to \( \nu = 3,000 \), corresponds to a significant rate of rejection. Such a rate can easily be understood taking into account the high value of \( \varepsilon \) which has been fixed to 1.2. The total number of realizations in \( \Theta' \times \Theta \) is \( \sum_{\ell'=1}^{\nu'} \tilde{\nu}(\ell') = 3,439,684 \). We compare the experimental data \( U_k^\text{exp} \) with the random responses \( U_k^\text{PASM} \) and \( U_k^\text{prior} \) associated with \( \nu^\text{PASM} \) (the optimal PASM represented by the optimal chaos expansion) and \( \nu^\text{prior} \) (the prior model), respectively. In order to limit the number of figures presented in the paper, we have selected the observed degrees of freedom \( k \) which correspond to the \( x_2 \)-displacement of nodes 9, 17, 25 and 37 (among the 25 nodes located inside the face of equation \( x_1 = 0 \)). An estimation \( u_k^\text{obs} \mapsto \hat{p}_{U_k^\text{exp}}(u_k^\text{obs}) \) of the probability density function of the random variable \( U_k^\text{exp} \) is carried out using experimental data \( u_k^\text{exp,1}, \ldots, u_k^\text{exp,\nu exp} \) (see Section 2-(3)) and the kernel estimation method [6]. The probability density function \( u_k^\text{obs} \mapsto p_{U_k^\text{obs,PASM}}(u_k^\text{obs}) \) is estimated as explained in Section 3-Step 4-(iii). The probability density function \( u_k^\text{obs} \mapsto p_{U_k^\text{obs,prior}}(u_k^\text{obs}) \) is estimated as explained in Section 5.5. Fig. 7 shows the comparison of \( u_k^\text{obs} \mapsto \hat{p}_{U_k^\text{exp}}(u_k^\text{obs}) \) with \( u_k^\text{obs} \mapsto p_{U_k^\text{obs,PASM}}(u_k^\text{obs}) \) and
Figure 7: For observed degrees of freedom $k$ corresponding to the $x_2$-displacement of nodes 9, 17, 25 and 37, graphs of $u_{k}^{\text{obs}} \mapsto p_{U^k_{\text{exp}}}(u_{k}^{\text{obs}})$ (thin solid lines), $u_{k}^{\text{obs}} \mapsto p_{U^k_{\text{obs,PASM}}}(u_{k}^{\text{obs}})$ (dashed lines), $u_{k}^{\text{obs}} \mapsto p_{U^k_{\text{obs,prior}}}(u_{k}^{\text{obs}})$ (dashed dotted lines).

$u_{k}^{\text{obs}} \mapsto p_{U_{k}^{\text{obs,prior}}}(u_{k}^{\text{obs}})$. As explained in Section 8.4, these four figures show that there are significant differences between the experiments and the PASM for the observed degrees of freedom. It can also be seen that the prior model is not yet sufficient to correctly fit the experiments.

8.9. Posterior probability model of the random VVC using the classical Bayesian approach

We compare the experimental data $U_{\text{exp}}^k$ with the random responses $U_{k}^{\text{prior}}$ and $U_{k}^{\text{post}}$ associated with the prior model $V_{\text{prior}}^k$ and the posterior model $V_{\text{post}}^k$ computed with the method presented in Section 6. For the observed degrees of freedom $k$, we use the estimations $u_{k}^{\text{obs}} \mapsto \tilde{p}_{U^k_{\text{exp}}}(u_{k}^{\text{obs}})$ and $u_{k}^{\text{obs}} \mapsto p_{U_{k}^{\text{obs,prior}}}(u_{k}^{\text{obs}})$ calculated in Sec-
Figure 8: For observed degrees of freedom \(k\) corresponding to the \(x_2\)-displacement of nodes 9, 17, 25 and 37, graphs of \(u_{k}^{\text{obs}} \rightarrow \hat{P}_{U_k}^{\text{exp}}(u_{k}^{\text{obs}})\) (thin solid lines), \(u_{k}^{\text{obs}} \rightarrow P_{U_k}^{\text{obs.prior}}(u_{k}^{\text{obs}})\) (dashed dotted lines), \(u_{k}^{\text{obs}} \rightarrow P_{U_k}^{\text{obs.post}}(u_{k}^{\text{obs}})\) computed with Section 6.4 (blue thick solid lines). These figures show that the posterior model improves the prior model a bit, but is not sufficiently good taken into account that the comparisons are relative to observed degrees of freedom for which experimental data are used in the identification procedure.
8.10. Posterior probability model of the random VVC using a new approach derived from the Bayesian approach

We compare the experimental data \( U^\text{exp}_k \) with the random responses \( U^\text{prior}_k \) and \( U^\text{post}_k \) associated with the prior model \( V^\text{prior} \) and the posterior model \( V^\text{post} \) computed with the method presented in Section 7. For the observed degrees of freedom \( k \), we use the estimations \( u^\text{obs}_k \mapsto \hat{p}_{U^\text{exp}}(u^\text{obs}_k) \) and \( u^\text{obs}_k \mapsto p_{U^\text{obs, prior}}(u^\text{obs}_k) \) calculated in Section 8.8. The probability density function \( u^\text{obs}_k \mapsto p_{U^\text{obs, post}}(u^\text{obs}_k) \) is estimated as explained in Section 7. Fig. 9 shows the comparison of \( u^\text{obs}_k \mapsto \hat{p}_{U^\text{exp}}(u^\text{obs}_k) \) with \( u^\text{obs}_k \mapsto p_{U^\text{obs, prior}}(u^\text{obs}_k) \) and \( u^\text{obs}_k \mapsto p_{U^\text{obs, post}}(u^\text{obs}_k) \). These figures show that the posterior model significantly improves the prior model and that the comparisons

Figure 9: For observed degrees of freedom \( k \) corresponding to the \( x_2 \)-displacement of nodes 9, 17, 25 and 37, graphs of \( u^\text{obs}_k \mapsto \hat{p}_{U^\text{exp}}(u^\text{obs}_k) \) (thin solid lines), \( u^\text{obs}_k \mapsto p_{U^\text{obs, prior}}(u^\text{obs}_k) \) (dashed dotted lines), \( u^\text{obs}_k \mapsto p_{U^\text{obs, post}}(u^\text{obs}_k) \) computed with Section 7 (blue thick solid lines).
with the experiments are good.

8.11. Quality assessment of the two posterior stochastic models

In Sections 8.9 and 8.10, we have compared the probability density functions of observations, calculated with the two proposed posterior models. For these two models, the observations (for which experimental data are available) are used to identify the models. In order to give a quality assessment of the posterior stochastic models, we present comparisons for degrees of freedom which are not observed (that is to say which are not used in the identification procedure of the posterior stochastic models). We then consider degrees of freedom \( k \), such that \( m_{\text{obs}} + 1 \leq k \leq m \), corresponding to the \( x_2 \)-displacement of the nodes 72, 74, 170 and 174 for which the coordinates are \((0.1667, 0.500, 0.1667)\), \((0.1667, 0.500, 0.500)\), \((0.500, 0.500, 0.1667)\) and \((0.500, 0.500, 0.8333)\). These four nodes are located inside the cube. Figs. 10 and 11 show the comparisons of \( u_{k_{\text{obs}}} \mapsto \hat{p}_{U_k}^{\exp}(u_{k_{\text{obs}}}^{\text{obs}}) \) with \( u_{k_{\text{obs}}} \mapsto p_{U_k}^{\text{obs}, \text{prior}}(u_{k_{\text{obs}}}^{\text{obs}}) \) and \( u_{k_{\text{obs}}} \mapsto p_{U_k}^{\text{obs}, \text{post}}(u_{k_{\text{obs}}}^{\text{obs}}) \) computed with Sections 8.9 and 8.10. The four figures in Fig. 10 show that the quality of the posterior stochastic model, identified with the Bayesian approach for degrees of freedom which have not be used to identify it, is not really good while the four figures in Fig. 11 show that the quality is good enough for the posterior stochastic model identified with the proposed new approach derived from the Bayesian method.

9. Conclusions

A methodology has been proposed for the identification of a Bayesian posterior of a high-dimension PCE of a non-Gaussian tensor-valued random field using partial and limited experimental data, through a stochastic boundary value problem. We have validated the methodology of this very challenging problem for which the joint probability distribution of several millions of dependent non-gaussian random variables has to be identified. The first four steps of the methodology have been introduced and validated in a previous paper. In the present work, we have developed two approaches for the last step consisting in the identification of the Bayesian posteriors from a prior model, and which constitute novel results due to the high-dimension aspects. In addition, we have proposed and validated a new approach derived from the Bayesian method which is very efficient in high dimension.
Figure 10: For degrees of freedom k not used in the identification of the posterior stochastic model and corresponding to the \(x_2\)-displacement of nodes 72, 74, 170 and 174, graphs of \(u_{k,\text{nobs}} \mapsto p_{U,\text{exp} \mid k}(u_{k,\text{nobs}})\) (thin solid lines), \(u_{k,\text{nobs}} \mapsto p_{U,\text{nobs, prior} \mid k}(u_{k,\text{nobs}})\) (dashed dotted lines), \(u_{k,\text{nobs}} \mapsto p_{U,\text{nobs, post} \mid k}(u_{k,\text{nobs}})\) computed in Section 8.9 (blue thick solid lines).
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A. Appendix: Estimation of a probability density function on \(\mathbb{R}^m\) using the multivariate Gaussian kernel density estimation

In this appendix, we summarize the nonparametric estimation of a multivariate probability density function using the multivariate Gaussian kernel density estimation (see for instance [6, 52]). Such a method is used to estimate \(p_{\text{nobs} \mid Y}(u^{\exp, \ell} \mid Y)\)
Figure 11: For degrees of freedom $k$ not used in the identification of the posterior stochastic model and corresponding to the $x_2$-displacement of nodes 72, 74, 170 and 174, graphs of $u_k^{\text{nobs}} \mapsto p_{U_k(u_k^{\text{nobs}})}$ (thin solid lines), $u_k^{\text{nobs}} \mapsto p_{U_k(u_k^{\text{nobs}}, \text{prior})}$ (dashed dotted lines), $u_k^{\text{nobs}} \mapsto p_{U_k(u_k^{\text{nobs}}, \text{post})}$ computed in Section 8.10 (blue thick solid lines).

(see Eq. (29)) for given $u^{\text{exp}, \ell}$ and for given $y$.

Let $S = (S_1, \ldots, S_m)$, with $m > 1$, be any second-order random variable defined on $(\Theta, T, P)$ with values in $\mathbb{R}^m$ (the components are statistically dependent and $S$ is not a Gaussian random vector). Let $S(\theta_1), \ldots, S(\theta_\nu)$ be $\nu$ independent realizations of $S$ with $\theta_1, \ldots, \theta_\nu$ in $\Theta$. Let $P_S(ds) = p_S(s) \, ds$ be the probability distribution defined by an unknown probability density function $s \mapsto p_S(s)$ on $\mathbb{R}^m$, with respect to the Lebesgue measure $ds$ on $\mathbb{R}^m$. For $s^0$ fixed in $\mathbb{R}^m$ and for $\nu$ sufficiently large, the multivariate kernel density estimation allows the nonparametric estimation $\hat{p}_S(s^0)$ of $p_S(s^0)$ to be carried out using the $\nu$ independent realizations
\( S(\theta_1), \ldots, S(\theta_\nu) \). The first step consists in performing a rotation and a normalization of data in the principal component axes. The second step is devoted to the Gaussian kernel density for each direction.

Let \( \hat{S} \) and \( [\hat{C}_S] \) be the usual statistical estimations of the mean value and the covariance matrix of the random vector \( S \) using the \( \nu \) realizations. For instance, 
\[
\hat{S} = \nu^{-1} \sum_{\ell=1}^{\nu} S(\theta_\ell),
\]

It is assumed that \( [\hat{C}_S] \) is a positive-definite symmetric \((m \times m)\) real matrix. Consequently, there is an orthogonal \((m \times m)\) real matrix \([\Phi]\) (that is to say \([\Phi][\Phi]^T = [\Phi]^T[\Phi] = [I_m] \)) such that \( [\hat{C}_S][\Phi] = [\Phi][\lambda] \) in which \([\lambda]\) is the diagonal matrix of the positive eigenvalues. Let \( Q = (Q_1, \ldots, Q_m) \) be the random vector such that
\[
S = \hat{S} + [\Phi]Q, \quad Q = [\Phi]^T(S - \hat{S}).
\] (A-1)

We have \( p_S(s) \, ds = p_Q(q) \, dq \) and since \(|\det[\Phi]| = 1\), we have \( ds = dq \). Consequently, if we introduce \( q^0 = [\Phi]^T(s^0 - \hat{S}) \), then \( p_S(s^0) = p_Q(q^0) \) and therefore, the nonparametric estimation \( \hat{p}_S(s^0) \) of \( p_S(s^0) \) is equal to the nonparametric estimation \( \hat{p}_Q(q^0) \) of \( p_Q(q^0) \), that is to say,
\[
\hat{p}_S(s^0) = \hat{p}_Q(q^0) \quad .
\] (A-2)

Using Eq. (A-1), the realizations \( S(\theta_1), \ldots, S(\theta_\nu) \) are transformed in the realizations \( Q(\theta_1), \ldots, Q(\theta_\nu) \) of random vector \( Q \) such that, for all \( \ell \) in \( \{1, \ldots, \nu\} \)
\[
Q(\theta_\ell) = [\Phi]^T(S(\theta_\ell) - \hat{S}).
\]

Eq. (A-2) shows that the initial problem is equivalent to the construction of the nonparametric estimation \( \hat{p}_Q(q^0) \) of \( p_Q(q^0) \) using the realizations \( Q(\theta_1), \ldots, Q(\theta_\nu) \) of random vector \( Q \). Let \( \hat{Q} \) and \( [\hat{C}_Q] \) be the usual statistical estimations of the mean value and the covariance matrix of the random vector \( Q \) using the \( \nu \) independent realizations \( Q(\theta_1), \ldots, Q(\theta_\nu) \). It can be seen that
\[
\hat{Q} = 0, \quad [\hat{C}_Q] = [\lambda].
\] (A-3)

The second step consists in calculating \( \hat{p}_Q(q^0) \) using the the multivariate kernel density estimation which is written as
\[
\hat{p}_Q(q^0) = \frac{1}{\nu} \sum_{\ell=1}^{\nu} \Pi_{k=1}^{m} \left\{ \frac{1}{h_k} K \left( \frac{Q_k(\theta_\ell) - q^0_k}{h_k} \right) \right\} ,
\] (A-4)
in which \( h_1, \ldots, h_m \) are the smoothing parameters, \( q^0 = (q^0_1, \ldots, q^0_m) \) and where \( K \) is the kernel. For the multivariate Gaussian kernel density estimation, we have
\[
h_k = \sqrt{\lambda_{kk}} \left\{ \frac{4}{\nu(2 + m)} \right\}^{\frac{1}{2m}}, \quad K(v) = \frac{1}{\sqrt{2\pi}} e^{-\frac{v^2}{2}}.
\] (A-5)
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