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Abstract

We develop a $O(m \log n)$-time and $O(k + n + m)$-space algorithm for minimizing incomplete deterministic automata, where $n$ is the number of states, $m$ the number of edges, and $k$ the size of the alphabet. Minimization reduces to the partial Functional coarsest partition problem. Our algorithm is a slight variant of Hopcroft’s algorithm for minimizing deterministic complete automata.
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1 Introduction

It is well known that rational languages may be represented equivalently as rational expressions or as deterministic finite automata. Among them, there exists up to a renaming of states a unique minimal automaton accepting a given rational language (see for example [11]). This automaton is indeed the morphic image of any automaton accepting the language.

The description of a language with its minimal automaton is important when space considerations matter in implementations of applications, such as in Pattern Matching or in Coding Systems, for example.

There are several ways to get the minimal automaton of a language. If operations on languages are feasible, the method based on quotient languages produces it directly (see [11, 20]). However, partitioning is the basic strategy to minimize automata. It is also stated as the Functional coarsest partition problem, in which the question is to compute a coarsest partition of a finite set that is compatible both with marked elements and a finite set of functions defined on the set. Existing algorithms assume that functions are everywhere defined, or equivalently that the automaton is complete. If it is not, completion is a straightforward operation but requires additional space. The simplest efficient algorithms to minimize an automaton is by Moore and runs in time $O(kn^2)$ for a (deterministic) automaton with $n$ states on an alphabet of size $k$. The fastest known solution by Hopcroft [10, 1] runs in time $O(kn \log n)$ (see also [9, 5, 15]). The design implement a so-called “smaller half” strategy. The complexity of the problem is still an open question but there is a family of automata on which Hopcroft’s algorithm runs effectively in $\Theta(n \log n)$ [4].
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The minimal automaton of a language can also be built directly for some rare specific languages like the set of strings ending with a given string [8] or the set of suffixes of a string [7], for example. In this two cases the algorithms can even be implemented to run in linear time. But most often the minimization step has to be done after the construction of a deterministic automaton accepting the considered language, as for automata obtained from rational expressions (see [11]). Although the notion of a minimal automaton does not exist for non-deterministic automata, it is still possible to find equivalent automata with the minimum number of states (see [13, 12]), but the problem is known to be computationally hard [14].

It is rather simple to see that minimization can be achieved in linear time when the alphabet has only one letter \(k = 1\) [19]. The solution makes use of the particular structure of the automaton and of some string algorithms. But the solution does not seem to extend to larger alphabets.

Another known situation for which a linear-time algorithm exists is the case of finite languages [21] \(O(kn)\) running time reducible to \(O(n)\) with the technique of the present paper) and the specific aforementioned languages.

Hopcroft’s strategy with a slight modification also works for partitioning a graph or equivalently a non-deterministic automaton on a one-letter alphabet \([6, 18]\) leading to \(O(m \log n)\) running time algorithms. To do so, the “smaller half” technique is replaced by the “all but the largest” strategy as the one we use here.

To achieve an \(O(m \log n)\) running time for minimizing local automata, we use in [2] a procedure for merging states having the same immediate future instead of Hopcroft’s method that relies on state discrimination.

When a complete deterministic automaton is given, its size is \(O(kn)\) and Hopcroft’s algorithm adds a mere \(\log n\) factor to minimize it. But when the automaton is incomplete, the actual size of the automaton assumed to contain no useless state is \(O(m)\), where \(m\) its number of edges, which ranges from \(n\) to \(kn\). Room for improvement is larger here than just dropping the \(\log n\) factor of Hopcroft’s algorithm, which requires a complete automaton.

Another solution reaching the same running time as ours has been published recently by Valmari and Lehtinen [22]. Their solution uses the “smaller half” strategy as Hopcroft’s algorithm does. But in addition to Hopcroft’s method managing state partitions, they maintain a partition of transitions to have a direct access to edges labeled by a given letter and coming in a block splitter used later in the partitioning process. Both partitions are refined at the same time.

We develop in the rest an \(O(m \log n)\)-time and \(O(k + n + m)\)-space algorithm for minimizing incomplete deterministic automata. Our method uses three ingredients. The first one is the “all but the largest” strategy, a generalization of the “smaller half” strategy, which is used in [6]. In this strategy, a block can be split in more than two pieces and only the largest piece does not become a splitter. The second ingredient is the notion of signature of a state, which represents its outgoing labeled edges, notion that is used successfully to get a linear-time algorithm for minimizing acyclic automata [21] and local automata [2]. The third ingredient is “weak sorting” [17], which is used as well in [22], although they do not refer to it. We believe that our solution provides a simpler description of the whole algorithm.
2 Minimizing incomplete deterministic automata

2.1 Functional coarsest partition

Let \( A = (U,F,T) \) be a deterministic (incomplete) automaton over a finite alphabet \( A \). The notation means that \( U \) is the set of states, \( F \) is the set of edges, \( T \) is the set of final states. No initial state is specified since it does not play any role in the minimization process. A successful path is a path ending in a final state. We assume that the automaton is trim, i.e., each state is co-accessible: there is at least one successful path starting from this state. This assumption is important to guarantee the correctness of the algorithm. But we do not assume that the graph underlying the automaton is connected.

We denote by \( E \) the sequence of partial relations \( (E_a)_{a \in A} \) defined by \( (p,q) \in E_a \) if and only if \( (p,a,q) \) is an edge of \( A \). Indeed, all these relations are (partial) functions because the automaton is deterministic.

For any subset \( S \subseteq U \), any letter \( a \in A \), let

\[
E_a(S) = \{ p \mid \exists q \in S \ (p,a,q) \in F \},
\]

\[
E_a^{-1}(S) = \{ p \mid \exists q \in S \ (p,a,q) \in F \}.
\]

Let also \( E(S) = \bigcup_{a \in A} E_a(S) \) and \( E_a^{-1}(S) = \bigcup_{a \in A} E_a^{-1}(S) \). If \( p \) is a state, we shall write \( E_a(p) \) and \( E_a^{-1}(p) \) instead of \( E_a(\{ p \}) \) and \( E_a^{-1}(\{ p \}) \) respectively. If \( E_a(p) \) is not empty and \( B \subseteq U \), we shall write \( E_a(p) \subseteq B \) instead of \( E_a(p) \subseteq B \) since \( E_a(p) \) is a singleton.

If \( B \subseteq U \) and \( S \subseteq U \), \( B \) is said to be stable with respect to \( S \) if, for any \( a \in A \), either \( B \subseteq E_a^{-1}(S) \) or \( B \cap E_a^{-1}(S) = \emptyset \). If \( P \) is a partition of \( U \), \( P \) is stable if it is stable with respect to each of its own blocks.

Let \( Q \) and \( R \) be two stable partitions finer than a partition \( P \). The partition \( Q \cup R \) obtained by merging the blocks of \( Q \) and \( R \) having a non-empty intersection is stable, coarser than \( Q \) and \( R \), and finer than \( P \). There is thus a coarsest stable refinement of \( P \).

The partial functional coarsest partition problem is that of finding, for a sequence of partial functions \( (E_a)_{a \in A} \) and an initial partition \( P \) over a set \( U \), the coarsest stable refinement of \( P \), i.e., the partition which admits every stable partition as a refinement. The coarsest partition has the fewest blocks among all stable partitions. This partition defines the minimal automaton when the initial partition distinguishes final and non-final states.

In discussing time bounds for this problem, we let \( k \) denote the size of the alphabet \( A \), \( n \) denote the size of set of states \( U \), and \( m \) denote the size of \( E \) which is the sum of sizes of \( E_a \), i.e., the number of edges of the automaton \( A \).

The (complete) functional coarsest partition problem (when all \( E_a \) are complete functions) was solved by Hopcroft in time \( O(kn \log n) \) [10] and space \( O(k \times n) \) with a process known as the “smaller half strategy” (see for instance [3], [9], or [15] for an implementation with this time complexity). The relational coarsest partition problem (when \( E \) is a relation) was solved by Cardon and Crochemore [6] in time \( O(m \log n) \) and space \( O(n + m) \) (see also [18]). Another kind of partitioning, namely \( s \)-partitioning with a one-letter alphabet, has been designed in linear time by Paige, Tarjan, and Bonic [19].

We design a \( O(m \log n) \)-time and \( O(k+n+m) \)-space algorithm for the partial functional coarsest partition problem which is a slight variant of Hopcroft’s
algorithm which works in the complete case. As a consequence, it is simpler than Paige and Tarjan’s algorithm for the relational coarsest partition problem. Our algorithm provides a \(O(m \log n)\)-time and \(O(k + n + m)\)-space algorithm for minimizing an incomplete deterministic automaton.

### 2.2 Description of the algorithm

For any partition \(Q\) and subset \(S \subseteq U\), we denote by \(\text{split}(S, Q)\) the refinement of \(Q\) obtained by replacing each block \(B \in Q\) by the blocks \((B_i)_{i \in \Psi(A)}\) defined by

\[
B_i = \{ p \in B \mid \forall a \in i, E_a(p) \in S \text{ and } \forall a \notin i, E_a(p) \text{ is empty or } E_a(p) \notin S \}.
\]

In this operation the set \(S\) is called the splitter.

**Lemma 1.** Let \(S\) be the union of some blocks of a partition \(Q\) that is stable relative to \(S\) and let \(B \subseteq S\) be a block of \(Q\). Then \(\text{split}(B, Q)\) is stable with respect to \(S - B\).

**Proof.** Indeed, let \(B_i\) be a block of \(\text{split}(B, Q)\), where \(i \in \mathcal{P}(A)\). The block \(B_i\) is stable with respect to \(B\), i.e., for any letter \(a\), \(B_i \subseteq E_a^{-1}(B)\) or \(B_i \cap E_a^{-1}(B) = \emptyset\). If \(B_i \subseteq E_a^{-1}(B)\), we have \(B_i \cap E_a^{-1}(S - B) = \emptyset\) since \(E_a\) is a partial function. Let us now assume that \(B_i \cap E_a^{-1}(B) = \emptyset\). Since \(B_i\) is stable with respect to \(S\), we have either \(B_i \cap E_a^{-1}(S) = \emptyset\), and hence \(B_i \cap E_a^{-1}(S - B) = \emptyset\), or \(B_i \subseteq E_a^{-1}(S)\). In the latter case, \(B_i \subseteq E_a^{-1}(S - E_a^{-1}(B))\) and hence \(B_i \subseteq E_a^{-1}(S - B)\). Which shows that \(\text{split}(B, Q)\) is stable with respect to \(S - B\). \(\square\)

The previous statement means that \(\text{split}(B, Q) = \text{split}(S - B, Q)\). This is the idea of Hopcroft’s algorithm for the functional coarsest partition problem, which is still valid in the case of partial functions. The two following algorithms refine an initial partition \(Q\).

**Hopcroft:** \(\mathcal{A} = (U, F, T)\)

1. \(L \leftarrow \text{(smallest of } T \text{ and } U \setminus T)\)
2. **while** \(L \neq ()\)
3. \(\text{do } S \leftarrow \text{extract first of } L\)
4. **for** each \(a \in A\)
5. \(\text{do } Q \leftarrow \text{split}(S, Q, a)\)
6. **for** each set \(P\) split into non empty sets \(P_1\) and \(P_2\)
7. \(\text{do } L \leftarrow L\text{(smallest of } P_1 \text{ and } P_2)\)
8. **return** \(Q\)

**Minimization:** \(\mathcal{A} = (U, F, T)\)

1. \(L \leftarrow (T, U \setminus T)\)
2. **while** \(L \neq ()\)
3. \(\text{do } S \leftarrow \text{extract first of } L\)
4. \(Q \leftarrow \text{split}(S, Q)\)
5. **for** each set \(P\) split into non empty blocks \(P_1, P_2, \ldots, P_r\)
6. \(\text{do } L \leftarrow L\text{(all but the largest of } P_i)\)
7. **return** \(Q\)

The second algorithm maintains a queue \(L\) of possible splitters, initially containing every block of the initial partition \(P\). The algorithm consists in initializing \(Q = P\) and applying the following step until \(L\) is empty, at which time \(Q\) is the coarsest stable refinement:
Refine: Remove from $L$ its first set $S$. Replace $Q$ by $\text{split}(S, Q)$.
Whenever a block $B \in Q$ splits into two or more nonempty blocks, add all but the largest to the back of $L$.

The correctness of this algorithm follows from the fact that if $Q$ is stable with respect to a set $S$ and $P$ is split into smaller blocks $P_1, P_2, \ldots P_r$, then refining with respect to all but one of the sets $P_i$ guarantees the stability with respect to the last one.

The property of being finer than the initial partition $P$ is invariant during the computation. Let $Q$ be the partition obtained at the final step and $R$ be any other stable partition finer than $P$. Then $Q \cup R$ is a stable partition finer than $P$. Let $Q_1$ be the finest partition computed during the process which is coarser than $Q \cup R$. If $Q \cup R \neq Q_1$, there is a block $B \in Q \cup R$ which is not stable under some block of $Q_1$, i.e., under some union of blocks of $Q \cup R$. This implies that $B$ is not stable under some block of $Q \cup R$, which contradicts the stability of $Q \cup R$. This proves that the algorithm computes the coarsest coarsest stable refinement of $P$.

To minimize an incomplete deterministic automaton $A = (U, F, T)$, where $U$ is the set of states, $F$ the set of edges, and $T$ the set of terminal states, we have to compute the Nerode partition of the set of states.

Let $p$ be a state of $A$. We denote by $F(p)$ the set of words $u$ that are labels of a successful path starting from $p$. It is called the future of the state $p$. Two states $p$ and $q$ are said to be Nerode equivalent if and only if $F(p) = F(q)$. The Nerode partition is the partition induced by the Nerode equivalence. States of the minimal automaton are blocks of Nerode partition, edges and terminal states are defined accordingly.

The minimization algorithm is obtained by initializing the partition $Q$ of states to $P = \{T, U - T\}$. The list $L$ initially contains the two blocks of $P$.

Lemma 2. The partition of states computed by the algorithm Minimization starting with $Q = \{T, U - T\}$ is the Nerode equivalence, that is, the coarsest stable refinement of $\{T, U - T\}$.

Proof. The correctness of this algorithm follows from the fact that the Nerode partition $N$ is a stable partition which is finer than the initial partition. Indeed, the Nerode partition is by definition finer than the initial partition $P = \{T, U - T\}$. Let us show that it is stable. Let us assume that there are blocks $B, S$ of $N$ and $p, q \in S$ such that $E_a(p) \in B$ and $E_a(q) \notin B$. Hence $E_a(p)$ and $E_a(q)$ are not Nerode equivalent and $p$ and $q$ neither. Let us now assume that $p, q \in S$ are such that $E_a(p) \in B$ and $E_a(q)$ is the empty set. Since $E_a(p)$ is co-accessible, $p, q$ are not Nerode equivalent. Hence $N$ is stable.

Conversely, we show that the Nerode partition is not finer than the coarsest stable refinement $Q$ of $P = \{T, U - T\}$. Let us assume that it is false. Let $p, q$ be two states in a same block $B_0$ of $Q$ such that $F(p) \neq F(q)$. Then there is for instance a word $u$ and a successfull path $(p_i, a_i, p_{i+1})_{0 \leq i \leq r-1}$ labelled by $u$ starting from $p$ such that there is no successfull path labelled by $u$ starting from $q$. Let $v$ be the longest prefix of $u$ such that there is a path $(q_i, a_i, q_{i+1})_{0 \leq i \leq s-1}$ labelled by $v$ starting from $q$. Since $Q$ is stable, $p_i, q_i$ for $0 \leq i \leq s$ belong to a same block $B_i$ of $Q$. If $v = u$, then $p_r \in T$ and $q_r \notin T$ which contradicts the fact that $Q$ is finer than $\{T, U - T\}$. If $v \neq u$, $s < r$ and $B_r$ is not stable under the block of $Q$ containing $E_{a+1}(p_s)$ which is contradiction. \qed
2.3 Description of the implementation

The implementation of the algorithm is analogue to Hopcroft’s implementation of [3] (see also [18] or [16, Chapter 1]) despite the fact that the splittings of blocks become more complicated, because a block can be split into more than two pieces. Moreover, in order to get the claimed complexity, the splittings according to a block cannot be done sequentially for each letter of the alphabet. Most of this section is devoted to the description of the splitting procedure.

An efficient implementation requires several data structures. We represent each state \( p \in U \) by a record (or structure) that we shall not distinguish from the state itself. We represent each block of a partition \( Q \) by a record that we shall not distinguish from the block itself. The blocks are numbered. We represent the partition \( Q \) by a doubly linked list of blocks. The edges (i.e., the elements of all \( E_a \)) are records. The various records are linked together in the following way. Each state \( p \) points to an unordered list of the edges \((p, a, q)\) (i.e., the pairs \((p, q) \in E_a \) for some \( a \)), the list of the edges going out from \( p \). Each state \( q \) points to an unordered list of the edges \((p, a, q)\), the list of the edges coming in \( q \). This allows scanning the set \( E^{-1}(q) \) in time proportional to the number of its incoming edges. It also allows the scanning of all \( E^{-1}(q) \), for all states \( q \) of a block \( B \), in time proportional to the total size of the list of the edges coming in the block \( B \). This scanning and the operations performed during it are described more precisely below.

Each block of \( Q \) has an associated integer giving its size and points to a doubly linked list of the elements in it. The double linking allows deletion in \( O(1) \) time. Each state of \( U \) points to the unique block of \( Q \) containing it. The space needed for all the data structures is \( O(n + m) \).

We now describe the splitting procedure under a splitter \( B \in Q \). To each state \( p \) of \( \cup_q \in B E^{-1}(q) \) is associated a set \( \text{set}(p) \) whose elements are the letters \( a \) such that there is an edge labelled by \( a \) from \( p \) to a state in \( B \). Each set has no duplicate elements. We denote by \( \text{set}(p)^+ \) the set \( \text{set}(p) \) augmented by the block number of \( p \). We then perform a set discrimination of the states, i.e., the states are discriminated according to their associated set \( \text{set}(p)^+ \). We use a technique called \emph{weak sorting} in [17] which sorts all the sets according to an arbitrary total order computed by the algorithm. A weak sort can be seen as a weak form of a radix sort. It takes linear time in the sum of the number of elements in each set.

**Procedure split**\((Q, B)\):

Weak sort the states \( p \) in \( \cup_{q \in B} E^{-1}(q) \) according to their associated set \( \text{set}^+(p) \).

We now detail the steps of the weak sort. In a first step, we compute the set of letters \( a \) such that \( E^{-1}_a(B) \) is not empty, and for each such letter, we compute the set of states \( p \) such that \( \text{set}(p) \) contains \( a \).

**Step 1: Bucket Initialization.**

During the scanning of the lists \( E^{-1}(q) \) for all \( q \in B \), we compute

- an (unordered) linked list \( \ell \) representing the set of letters \( a \)
  - labels of some edge coming in \( B \),
- for each letter \( a \in \ell \), the list \( \ell(a) \) of states \( p \) in \( U \) such that \( p \in E^{-1}_a(B) \).
This computation is done in time $O(|B| + \sum_{p \in B} |E^{-1}(p)|)$ and space $O(k)$ with the use of a table $t$ of size $k$ for which $t[a]$ points to the list $\ell(a)$. Each state $p$ for which $(p, a, q)$ is scanned is added to the bucket list $\ell(a)$.

In a second step, we compute the signatures the states contained in the above buckets. If $p$ is a state contained in at least one list $\ell(a)$, its signature $\sigma(p)$ is the list of elements of $\text{set}(p)$, i.e., whose elements are the letters $a$ for which there is an edge labelled by $a$ from $p$ to a state in $B$, in the order given by the list $\ell$. Note that different signatures may have different lengths.

**Step 2: Computation of the Signatures.**

We scan the list $\ell$ and, for each $a \in \ell$, we scan the list $\ell(a)$, updating the signature of each state $p$. During this scanning we build an (unordered) linked list $s$ of the states $p$ belonging to at least one list $\ell(a)$.

This computation is done in time $O(\sum_{p \in B} |E^{-1}(p)|)$ and space $O(n)$ with the use of a table $\sigma$ of size $n$ such that $\sigma[p]$ points to the signature of $p$. Lists $\ell(a)$ are emptied after their scanning.

Note at this step that two states $p, q$ belonging to a same block $S$ before the splitting under $B$ will belong to a same block after the splitting if and only if they have the same signature.

In a third step, we discriminate the states $p$ contained in the above buckets with respect to their set $\text{set}^+(p)$. Two states having the same signature will be contiguous in the final list.

Recall that $t$ is a table indexed by the letters of the alphabet. Let $t_b$ be a table indexed by the possible block numbers (hence of size at most $n$). Let $\ell_1$ be a linked list representing a set of block numbers and $\ell_2$ be a linked list representing a set of letters. Both lists are without repetitions. Thus an element is added to the list only if it is not already contained in the list. The two lists are initially empty. We first discriminate with respect to the block number, and then with respect to the signatures. In order to simplify the presentation, we first assume that all signatures of the states in $s$ have the same length $r$.

**Step 3: Discrimination of the States.**

For each state $p$ in the list $s$ do

- let $i$ be the the number of the block containing $p$,
- add (in constant time) the number $i$ to the list $\ell_1$,
- add the state $p$ at the end of the list $t_b[i]$.

The list $s$ is then made empty and, for each block number $i$ in the list $\ell_1$, we concatenate the list $t_b[i]$ at the end of $s$.

For $j$ from 1 to $r$ do

- For each state $p$ in the list $s$ do
  - add the state $p$ at the end of the list $t[a]$, where $a$ is the letter number $j$ of the signature of $p$.
  - add this letter $a$ to $\ell_2$.
- Empty the list $s$ and, for each letter $a$ in the list $\ell_2$, concatenate the list $t[a]$ at the end of $s$. 
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In the case where signatures are not of constant length, we first discriminate the states according to the length of their signature and apply the above procedure to each bucket. The discrimination is performed in time $O(\sum_{p \in B} |E^{-1}(p)|)$ and space $O(n + k)$. Note that the tables $t$, $t_b$ do not need to be initialized by the use of sparse list implementation (see for instance [1] Exercise 2.12 p. 71).

At the end of the third step, the list $s$ of states satisfies the property that two states belonging to a same block of $Q$ and having the same signature are contiguous in $s$. The split blocks are obtained in the final Step 4.

**STEP 4: SPLITTING OF THE BLOCKS.**

We scan the list $s$ obtained at the end of the third step and put two states belonging to a same block $B$ of $Q$ and having the same signature in a same split block $B_i$. States in the same block $B_i$ are extracted from $B$. Sizes of $B, B_i$ are updated during the extraction.

Step 4 requires a time $O(\sum_{p \in B} |E^{-1}(p)|)$ and no additional space.

**Example 1.** We illustrate the weak sort. Let $A = (U, F, T)$ be the automaton of Figure 1.

![Figure 1: A deterministic incomplete automaton $A = (U, F, T)$ over the alphabet $A = \{a, b, c\}$. All states are final.](image)

Let $P = \{U\}$ be the initial partition of $U$. We detail the splitting under the block $U = \{1, 2, 3\}$. We successively get $\ell = (c, a, b)$,

$\ell(a) = 3, \ell(b) = 1, 2, \ell(c) = 2, 1.$

And the signatures are

$\sigma(1) = cb, \sigma(2) = cb, \sigma(3) = a.$

The initial list of states in step 3 is $s = (2, 1, 3)$. The final list obtained after the weak sort is $s = (2, 1, 3)$ and $U$ is split into $U_1 = \{2, 1\}$ and $U_2 = \{3\}$.

The overall time complexity is obtained with classical arguments used for Hopcroft’s algorithm. A given state $p \in U$ is in at most $\log_2 n$ different blocks $B$ considered as splitters, since each successive such set is at most half the size of the previous one. Indeed, when a block $S$ is split into sets $S_i$, all but the largest are becoming future splitters. Therefore we have described an implementation in which a refinement step with respect to a block $B$ takes $O(|B| + \sum_{p \in B} |E^{-1}(p)|)$ time. From this a $O(m \log n)$ overall time bound on the algorithm follows by summing over all blocks $B$ used for refinement and over all elements in such blocks. The space complexity is $O(k + n + m)$.

The conclusion lies in the next statement.

**Theorem 3.** An incomplete automaton with $n$ states, $m$ edges, and $k$ letters can be minimized in time $O(m \log n)$ and memory space $O(n + m + k)$. 
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