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Abstract. The problem of finding evolutionary chains is defined as follows: given a string $t$ ("the text") and a pattern $p$ ("the motif"), find whether there exists a sequence $u_1, u_2, \ldots, u_t$ occurring in the text $t$ such that $u_{i+1}$ occurs to the right of $u_i$ in $t$ and $u_i$ and $u_{i+1}$ are "similar" (i.e. the differ by a certain number of symbols). Here we consider several variants of the evolutionary chain problem and we present efficient algorithms for solving them.
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1 Introduction

This paper is focused on a set of string pattern-matching problems which arise in music analysis, musical information retrieval and molecular sequence analysis. A musical score can be viewed as a string: at a very rudimentary level, the alphabet could simply be the set of notes in the chromatic or diatonic notation, or at a more complex level, we could use the GPIR representation of Cambouropoulos [3,4] as the basis of an alphabet. Approximate repetitions in musical entities play a crucial role in finding musical similarities amongst different musical entities, as well as playing a part in defining the "characteristic signature" (see [7]). Such algorithms can be used for melody identification and music retrieval e.g. audio applications on Internet systems.
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Furthermore, efficient algorithms for computing the approximate repetitions are also directly applicable to molecular biology (see [10, 15, 18]) and in particular in DNA sequencing by hybridization ([24]), reconstruction of DNA sequences from known DNA fragments (see [25, 26]), in human organ and bone marrow transplantation as well as the determination of evolutionary trees among distinct species ([25]).

Exact repetitions have been studied extensively. The repetitions can be either concatenated with the original substring or they may overlap or they may not. Algorithms for finding non-overlapping repetitions in a given string can be found in [1, 8, 14, 19, 18, 23] and algorithms for computing overlapping repetitions can be found in [2, 12, 13, 22]. A natural extension of the repetitions problem is to allow the presence of errors; that is, the identification of substrings that are duplicated to within a certain tolerance \(k\) (usually edit distance or Hamming distance). Moreover, the repeated substring may be subject to other constraints: it may be required to be of at least a certain length, and certain positions in it may be required to be invariant.

The problem of finding evolutionary chains is defined as follows: given a string \(t\) ("the text") and a pattern \(p\) (the "motif"), find whether there exists a sequence \(u_1, u_2, \ldots, u_l\) occurring in the text \(t\) such that \(u_{i+1}\) occurs to the right of \(u_i\) in \(t\) and \(u_i\) and \(u_{i+1}\) are "similar" (i.e., the differ by a certain number of symbols).

![Figure 1](https://example.com/image)  
*Local approximations in search patterns, trace gradual change ("evolution") in a motif. See Music Example in Appendix*

There is no specific algorithm for the evolutionary chain problem in the literature. Landau and Vishkin [16, 17] gave an algorithm (LV Algorithm) for the string searching with \(k\)-differences problem: given a text of length \(n\), and an integer \(k\) and a pattern of length \(m\), find all occurrences of the pattern in the text with at most \(k\)-differences; the LV algorithm requires \(O(n \log m + \log |\Sigma|)\) time, where \(\Sigma\) is the alphabet used. A naive way to solve this problem is to repeatedly apply the LV algorithm to the text using \(u_i\) as the pattern, for \(i = 1, 2, \ldots\), giving a worst-case \(O(n^2 \log m + \log |\Sigma|)\) running time. Here we present a straightforward \(O(nm)\) algorithm for computing non-overlapping evolutionary chains with \(k\)-differences. We also present an \(O(n \log m + \log |\Sigma|)\) algorithm for the same problem that makes use of suffix trees; this algorithm require \(O(kn)\) time for fixed alphabets. Furthermore we present \(O(n^2)\) algorithms for several variants of the computing overlapping evolutionary chains with \(k\) differences, where \(n\) is the size of the input string.
Here we study the computation of the longest evolutionary chain as well as the chain with least number of errors in total. Several variants to the evolutionary chain problem are still open. The choice of suitable similarity criteria in music and biology is still under investigation. The use of penalty tables may be more suitable than the $k$-differences criterion in certain applications. Additionally, further investigation whether methods such as [11, 17] can be adapted to solve the above problems is needed.

The paper is organised as follows. In the next section we present some basic definitions for strings and background notions for pattern-matching with $k$-differences. In Section 3 we describe the algorithms for non-overlapping evolutionary chains. In Section 4 we describe the algorithms for several variants of overlapping evolutionary chains. Finally in Section 6 we present our conclusions and open problems.

2 Background and basic string definitions

A string is a sequence of zero or more symbols from an alphabet $\Sigma$; the string with zero symbols is denoted by $\epsilon$. The set of all strings over the alphabet $\Sigma$ is denoted by $\Sigma^*$. A string $x$ of length $n$ is represented by $x_1 \ldots x_n$, where $x_i \in \Sigma$ for $1 \leq i \leq n$. A string $w$ is a substring of $x$ if $x = uvw$ for $u, v \in \Sigma^*$; we equivalently say that the string $w$ occurs at position $|u| + 1$ of the string $x$. The position $|w| + 1$ is said to be the starting position of $w$ in $x$ and the position $|w| + |u|$ the end position of $w$ in $x$. A string $w$ is a prefix of $x$ if $x = uw$ for $u \in \Sigma^*$. Similarly, $w$ is a suffix of $x$ if $x = uv$ for $u \in \Sigma^*$.

The string $xy$ is a concatenation of two strings $x$ and $y$. The concatenations of $k$ copies of $x$ is denoted by $x^k$. For two strings $x = x_1 \ldots x_n$ and $y = y_1 \ldots y_m$ such that $x_{n-i+1} \ldots x_n = y_1 \ldots y_i$ for some $i \geq 1$, the string $x_1 \ldots x_{n+i-1} \ldots y_m$ is a superposition of $x$ and $y$. We say that $x$ and $y$ overlap.

Let $x$ be a string of length $n$. A prefix $x_1 \ldots x_p$, $1 \leq p < n$, of $x$ is a period of $x$ if $x_i = x_{i+p}$ for all $1 \leq i \leq n - p$. The period of a string $x$ is the shortest period of $x$. A string $b$ is a border of $x$ if $b$ is a prefix and a suffix of $x$.

Consider the sequences $t_1 \tau_2 \ldots \tau_l$ and $\rho_1 \rho_2 \ldots \rho_l$ with $\tau_i, \rho_i \in \Sigma \cup \{\epsilon\}, i \in \{1 \ldots l\}$. If $\tau_i \neq \rho_i$, then we say that $\tau_i$ differs to $\rho_i$. We distinguish among the following three types of differences:

1. A symbol of the first sequence corresponds to a different symbol of the second one, then we say that we have a mismatch between the two characters, i.e., $\tau_i \neq \epsilon$ and $\rho_i \neq \epsilon$.
2. A symbol of the first sequence corresponds to “no symbol” of the second sequence, that is $\tau_i \neq \epsilon$ and $\rho_i = \epsilon$. This type of difference is called a deletion.
3. A symbol of the second sequence corresponds to “no symbol” of the first sequence, that is $\tau_i = \epsilon$ and $\rho_i \neq \epsilon$. This type of difference is called an insertion.

As an example, let the text be $abcdefg\bar{h}$ and the pattern be $bdyegh$ (see Figure 2). In positions 1 and 3 of $t$ and $p$ we have no differences (the symbols
“match” but in position 2 we have a mismatch. In position 4 we have a “deletion” and in position 5 we have a “match”. In position 6 we have an “insertion” and in positions 7 and 8 we have “matches”. Another way of seeing this difference is that one can transform the $\tau$ sequence to $\rho$ by performing insertions, deletions and replacements of the mismatched symbols.

1 2 3 4 5 6 7 8
$\tau$ b x d y e g h
$\rho$ b c d e f g h

Figure 2

types of differences: mismatch, insertion, deletion.

Let $t = t_1 t_2 \ldots t_n$ and $p = p_1 p_2 \ldots p_m$ with $m < n$. We say that $p$ occurs at position $q$ of $t$ with at most $k$-differences if there are sequences $a_1, \ldots, a_r, b_1, \ldots, b_r$ such that

1. There is a subsequence of the sequence $a$ such that

$a_{s_1}, a_{s_2}, \ldots, a_{s_r} = t_q, t_{q+1}, \ldots, t_{q+r-1}$ with $s_1 < s_2 < \ldots < s_r$

and $a_i = \epsilon$ for all $i \in \{1..r\} - \{s_1, s_2, ..., s_r\}$.

2. There is a subsequence of the sequence $b$ such that

$b_{v_1}, b_{v_2}, \ldots, b_{v_r} = p_1, p_2, \ldots, p_m$ with $v_1 < v_2 < \ldots < v_r$

and $b_i = \epsilon$ for all $i \in \{1..r\} - \{v_1, v_2, ..., v_r\}$.

3. The number of differences between the sequence $a$ and $b$ is at most $k$.

4. There are no sequences that satisfy 1 and 2 and have less than $k$ differences.

The problem of string searching with $k$-differences is defined as follows: given a text $t = t_1 t_2 \ldots t_n$, a pattern $p = p_1 p_2 \ldots p_m$ and an integer $k$, find all occurrences of the pattern $p$ in the text $t$ with at most $k$ differences.

1 2 3 4 5 6 7 8 9 10 11 13 14 15 16
$t$ b c b b x d y e g h x y b
$p$ c d e f g h
$p$ b c d e f g h
$p$ b c d e f g h

Figure 3

String searching with $k$-differences.

Let the text be $t = abcd fgh$ and the pattern be $p = b d y e g h$ (see Figure 3). The pattern $p$ occurs at position 4 of $x$ with at most 3 differences. The pattern $p$ also occurs in position 2 with at most 5 differences and the pattern $p$ occurs in position 5 with at most 3 differences.
3 Computing Non-overlapping Evolutionary Chains

The problem of non-overlapping evolutionary chains (abbreviated NOEC) is as follows: given a text $t$, an integer $k$ and a pattern $p$, find whether the strings of the a sequence $u_1 = p, u_2, \ldots, u_l$ occur in the text $t$ such that:

1. The number of differences between any two consecutive strings $u_i$ and $u_{i+1}$ in the evolutionary chain is at most $k$, for all $i \in \{1..l\}$.
2. The starting position of the string $u_{i+1}$ in $t$ is nearest one to the right of the end position of $u_i$ for all $i \in \{1..l\}$.

The first condition ensures that the strings in the evolutionary chain have errors within some tolerance and the second condition enforces the strings in the chain not to overlap.

Figure 4
The non-overlapping evolutionary chain for $p = abcd$ with at most one difference.

The pattern $p$ first occurs in position 2. The first re-occurrence of the pattern to the right of position 5 with at most 1-difference is at position 7. Consider the pattern $abb$ in position 14. The nearest re-occurrence of $abb$ with at most one difference is at position 15 (i.e. the string $bb$) but it is not part of the chain because it overlaps with $abb$; the first re-occurrence with at most one difference that is part of the chain is in position 17. The non-overlapping evolutionary chain is \{abcd, abd, adb, abb, bb, bb\}.

3.1 The modified dynamic programming Algorithm

First we consider an $O(nm)$ algorithm for computing the non-overlapping evolutionary chain of a text of length $n$ and a pattern of length $m$. The algorithm NOEC presented below is based on the Dynamic-Programming procedure presented in [16,17]. The main idea is to construct a matrix $D[1..m, 1..n]$ where $D_{i,j}$ is the minimum number of differences between the prefix of the pattern $p_1..p_i$ and any contiguous substring of the text ending at $t_j$. The Dynamic-Programming procedure below terminates when it finds the first occurrence of the pattern with at most $k$ differences.
The matrix $D_{i,j}$ for $p = GGGT$ and $t = GGGTCTA$

**Procedure** Dynamic-Programming($t, p, k$)

begin
  $n \leftarrow |t|$, $m \leftarrow |p|$
  $D_{i,j} \leftarrow 0$, $0 \leq i \leq m$, $0 \leq j \leq n$
  $D_{i,0} \leftarrow i$, $0 \leq i \leq m$
  for $i := 1$ to $m$ do
    for $j := 1$ to $n$ do
      if $p[i] = t[j]$ then
        $D_{i,j} = \min\{D_{i-1,j} + 1, D_{i,j-1} + 1, D_{i-1,j-1}\}$
      else
        $D_{i,j} = \min\{D_{i-1,j} + 1, D_{i,j-1} + 1, D_{i-1,j-1} + 1\}$
      if $D_{i,j} \leq k$ then return $i$, $u$
      comment $u$ is the suffix of $t_1..t_i$ is the one that achieves the score $D_{i,j}$
    od
  od
end

Next, the algorithm NOEC makes repeated applications of the Dynamic-Programming procedure; every time that an occurrence of the pattern is found ending at position $i$ of the text, then we re-apply the Dynamic-Programming procedure to the suffix $t_{i+1}..t_n$.

**Algorithm** NOEC($t, p, k$)

begin
  while $i < n$ do
    $(i, p) \leftarrow$ Dynamic-Programming($t, p, k$)
    $t \leftarrow t_{i+1}..t_n$
  end
end

**Theorem 1.** Algorithm NOEC computes the non-overlapping evolutionary chain in $O(nm)$ time and $O(nm)$ space, where $n$ is the length of the input text and $m$ is the length of the pattern.

### 3.2 A fast dynamic programming algorithm

The matrix $D$ computed by the Dynamic-Programming procedure above contains a lot of redundant data which are not used by algorithm NOEC. In fact
it will suffice to find the index of the largest row of each diagonal of the matrix $D_i$ which has an entry less than $k$. This computation can be done in linear time with the aid of suffix trees (see [1]). The alternative dynamic programming algorithm given in [17] can be modified as above and it will lead to the following theorem (for details and proofs see [17]).

**Theorem 2.** There exists an algorithm that computes the non-overlapping evolutionary chain in $O(kn)$ time for fixed alphabets, where $n$ is the length of the input text and $k$ is the maximum number of differences allowed between consecutive members of the chain.

**Theorem 3.** There exists an algorithm that computes the non-overlapping evolutionary chain in $O(n \log m + \log |\Sigma|)$ time for a general alphabet $\Sigma$, where $n$ is the length of the input text, $m$ is the length of the pattern and $k$ is the maximum number of differences allowed consecutive members of the chain.

### 4 Computing Overlapping Evolutionary Chains

The problem of overlapping evolutionary chains (abbreviated OEC) is defined as follows: given a text $t$, a pattern $p$ and an integer $k < |p|/2$, find whether the strings of the sequence $u_1 = p, u_2, \ldots, u_l$ occur in $t$ and satisfy the following conditions:

1. The number of differences between $u_i$ and $u_{i+1}$ is at most $k$, for all $i \in \{1..l\}$.
2. Let $s_i$ be starting position of string $u_i$ in $t$ for all $i \in \{1..l\}$. The starting position of $u_{i+1}$ for all $i \in \{1..l\}$ is to the right of $s_i + |u_i|/2$.

In this case we allow the strings of the evolutionary chain to overlap. These strings have been constrained the overlap at most $|p|/2$ symbols. Without such constraint, we can obtain trivial chains such as $u_i = t_i \ldots t_{m-1}$, where $u_i$ and $u_{i+1}$ have at most one difference.

First we present a method for finding all possible members of an overlapping evolutionary chain. Let $D_{i,j}$ be as in section 3 but the pattern is identical to the text, i.e. $p = t$; thus $D$ is an $n \times n$ matrix. In order to efficiently compute the matrix $D_{i,j}$ with both $i, j \in \{1..n\}$, we need to evaluate the following matrix $M$: we mark $M_{i,j} := \sqrt{\text{if there is the alignment of } p_1 \ldots p_i \text{ with } t_1 \ldots t_j \text{ with the least number of differences requires that } p_1 \text{ matching } t_l \text{ for some } l; \text{ otherwise we mark } M_{i,j} := \times}$.

<table>
<thead>
<tr>
<th></th>
<th>G</th>
<th>G</th>
<th>G</th>
<th>T</th>
<th>C</th>
<th>T</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

*Figure 6*
The matrix $M_{i,j}$ for $t = GGGTCTA$

The computation of matrix $M$ can easily be done using the matrix $D$. Consider two consecutive entries in a column of $D$, say $D_{i,j}$ and $D_{i+1,j}$. We have to consider two cases:

1. The case $p_{k+1} \neq t_j$. If $D_{i+1,j} \leq D_{i,j}$, then the only way that we can align $p_{i} \ldots p_{k+1}$ and $t_{i} \ldots t_{j}$ and achieve $D_{i+1,j}$ differences is by aligning and matching $p_i$ with $t_i$ for some $i$; hence $M_{i+1,j} = \sqrt{1}$. Otherwise $M_{i+1,j} = \times$.

2. The case $p_{k+1} = t_j$. We have the following subcases:
   - $D_{i+1,j} = D_{i,j+1} + 1$. In this case one can see that $M_{i+1,j} = M_{i,j+1}$.
   - $D_{i+1,j} = D_{i,j-1} + 1$. In this case one can see that $M_{i+1,j} = M_{i,j-1}$.
   - $D_{i+1,j} = D_{i-1,j-1}$. In this case one can see that $M_{i+1,j} = M_{i-1,j-1}$.
   - $i = 1$. One can see that $M_{i+1,j} = \times$.

If more than one of the above subcases hold, then we opt for the one that leads to $M_{i+1,j} = \times$. Thus the computation $M$ can easily done in parallel with the computation of $D$. In order to simplify the exposition the computation of $M$ is omitted in the pseudocode below.

<table>
<thead>
<tr>
<th>G</th>
<th>G</th>
<th>G</th>
<th>T</th>
<th>C</th>
<th>T</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>G</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>G</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>T</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

**Figure 7**
The matrix $D_{i,j}$ for $t = GGGTCTA$ using $M_{i,j}$ with $m = 3$

Let’s consider Figure 7. We compute the rows 1, 2, 3, and 4 of the matrix $D$ as in section 3 for the pattern $p = GGGT$. We also compute the matrix $M$ as above. We will now proceed to compute approximate matches of $GGTC$ with $t_{1} \ldots t_{i}$ for all $i$. Let’s consider the evaluation of $D_{5,2}$; its value depends on the values of $D_{5,1}, D_{4,1}$ and $D_{4,2}$. If we were to use $D_{5,1}$, then we have to increase its value by 1 for the mismatch of $p_5 = C$ and $t_2 = G$ and decrease it by 1 because $M_{4,1} = \times$; note $p_1$ is no longer taking part in this alignment. If we were to use $D_{4,1}$, then we have to increase its value by 1 for the mismatch of $p_5 = C$ and $t_2 = G$ and decrease it by 1 because $M_{4,1} = \times$. If we were to use $D_{4,2}$, then we have to increase its value by 1 for the mismatch of $p_5 = C$ and $t_2 = G$ and decrease it by 1 because $M_{4,1} = \times$. Whenever there is a match then we only use the three neighbouring values unaltered (see Figure 6). The correctness proof will appear in the full paper. The pseudocode for the procedure is outlined below.

**Procedure** DYNAMIC-PROGRAMMING-II($t$, $p$, $k$)

```plaintext
begin

\[ n \leftarrow |t|; \quad m \leftarrow |p|; \]

\[ D_{i,j} \leftarrow 0, \quad 0 \leq i \leq n, \quad 0 \leq j \leq m; \]
```

```plaintext
end
```
\[ D_{i,0} \leftarrow i, 0 \leq i \leq m; \]
for \( i := 1 \) to \( n \) do
\[ \text{for } j := 1 \text{ to } n \text{ do} \]
if \( M_{i-1,j} = \sqrt{\text{OR } i < m} \) then \( q = 0; \)
else \( q = 1; \)
if \( p[i] = t[j] \) then
\[ D_{i,j} = \min \{ D_{i-1,j} + 1 - q, D_{i,j-1} + 1 - q, D_{i-1,j-1} \} \]
else
\[ D_{i,j} = \min \{ D_{i-1,j} + 1 - q, D_{i,j-1} + 1 - q, D_{i-1,j-1} + 1 - q \} \]
if \( D_{i,j} \leq k \) then return \( i, u \)
end
end

Algorithm OEC(\( t, p, k \))
begin
\[ \text{while } i < n \text{ do} \]
\[ (i, p) \leftarrow \text{DYNAMIC-PROGRAMMING-II}(t, p, k) \]
\[ t \leftarrow t_{i+1}...t_n; \]
end

Theorem 4. Algorithm OEC computes the all possible overlapping chains in \( O(n^2) \) time, where \( n \) is the length of the input text.

The definition of the problem OEC does not specify which of the overlapping patterns is chosen as members of the overlapping evolutionary chain. The following variants of the OEC problem give three choices with different criteria.

4.1 Computing the nearest-neighbour evolutionary chain.
The problem of nearest-neighbour overlapping evolutionary chains (abbreviated NNOEC) is defined as follows: given a text \( t \), a pattern \( p \) and an integer \( k < |p|/2 \), find whether the strings of the sequence \( u_1 = p, u_2, \ldots, u_l \) occur in \( t \) and satisfy the conditions for the OEC problem and the string \( u_{i+1} \) is the nearest one to the right of \( s_i + |p|/2 \) that has at most \( k \) differences with \( u_i \) for all \( i \in \{1,...,l\} \).

Next, the algorithm NNOEC makes repeated applications of the DYNAMIC-PROGRAMMING procedure; every time that an occurrence of the pattern is found ending at position \( i \) of the text, then we re-apply the DYNAMIC-PROGRAMMING procedure to the suffix \( t_{i+1}...t_n \).

Algorithm NNOEC(\( t, p, k \))
begin
\[ \text{while } i < n \text{ do} \]
\[ (i, p) \leftarrow \text{DYNAMIC-PROGRAMMING}(t, p, k) \]
\[ t \leftarrow t_{i+1}|u_{i+1}|2+1...t_n; \]
end
Theorem 5. Algorithm NNOEC computes the nearest neighbour evolutionary chain in $O(nm)$ time, where $n$ is the length of the input text and $m$ is the size of the input pattern.

The NNOEC algorithm can be speeded up in a similar manner to the procedure Dynamic-Programming (see Theorems 2 & 3). The details will be shown in the full paper. Hence, we have the following theorems:

Theorem 6. There exists an algorithm that computes the nearest neighbour evolutionary chain in $O(kn)$ time over fixed alphabets, where $n$ is the length of the input text and $k$ is the maximum number of differences allowed between consecutive members of the chain.

Theorem 7. There exists an algorithm that computes the nearest neighbour evolutionary chain in $O(n\log m + \log |\Sigma|)$ time over an alphabet $|\Sigma|$, where $n$ is the length of the input text, $m$ is the length of the pattern and $k$ is maximum number of differences allowed between consecutive members of the chain.

4.2 Computing the maximal length evolutionary chain.

The problem of computing longest overlapping evolutionary chains (abbreviated LOEC) is defined as follows: given a text $t$, a pattern $p$ and an integer $k < |p|/2$, find whether the strings of the a sequence $u_1 = p, u_2, \ldots, u_l$ occur in $t$ and satisfy the conditions as in the OEC problem and maximizes $l$. The computation of the maximal chain requires the full matrix $D$ as is computed in Theorem 4 and the evaluation of the following recursion

$$l_{\text{max}} = \begin{cases} l_j, & \text{if } d_{i,j} < k \text{ and } d_{i,r} > k \forall r \\ \max_r \{ l_{i+j} \text{ and } d_{i,r} > k \}, & \text{otherwise.} \end{cases}$$

where $i + |p|/2 < r \leq |p|$.

4.3 Computing the minimal weight evolutionary chain

The problem of computing minimal-weight overlapping evolutionary chains (abbreviated WOEC) is defined as follows: given a text $t$, a pattern $p$ and an integer $k < |p|$, find whether the strings of the a sequence $u_1 = p, u_2, \ldots, u_l$ occur in $t$ and satisfy the conditions as in the OEC problem and minimize

$$d = \sum_{i=1}^{l} \delta_i + \gamma_i$$

where $\delta_i$ is the sum of the differences between $u_i$ and $u_{i+1}$ and $\gamma_i = f(s_{i+1} - s_i - |p_i|)$, where $f$ is a penalty table.

The computation of the maximal chain requires the full matrix $D$ as computed in Theorem 4 and the evaluation of the following recursion
\[ w_{\text{min}}(i) = \begin{cases} j - i - |p| + w_j, & \text{if } d_{i,j} < k \text{ and } d_{i,r} > k \ orall r \\ \min_r \{w_{i,j} \text{ and } d_{i,r} > k\}, & \text{otherwise.} \end{cases} \]

where \( i + |p|/2 < r \leq |p| \).

5 Conclusions and Open problems

Our primary goal is to identify efficient algorithms for computational problems which arise in computer-assisted analysis of music, and to also formalise their relation to well-known string pattern-matching problems. The major obstacle to applying computational and mathematical techniques developed in the context of string pattern-matching problems to problems of computer-assisted music analysis appears to be the difficulty of communication and mutual comprehension between computer scientists and musicologists.

The primary direction of this research is towards a formal definition of musical similarity between musical entities (i.e., complete pieces of music or meaningful subsets of pieces, e.g., 'themes' or 'motifs') (See [3,6,7] for details). In particular we are aiming at producing a quantitative measure or 'characteristic signature' of a musical entity. This measure is essential for melodic recognition and it will have many uses including, for example, data retrieval from musical databases.

Here we presented the practical algorithms NOEC and OEC for the computation of non-overlapping and overlapping evolutionary chains. Furthermore, we presented theoretical algorithms for the same problems with improved upper bounds on their time complexity. Additionally we presented two variants of the OEC problem, the maximal evolutionary chains and minimum-weight evolutionary chains, both of which are of practical importance.

The problems presented here need to be further investigated under a variety of similarity or distance rules (see [7,21]). For example, Hamming distance of two strings \( u \) and \( v \) is defined to be the number of substitutions necessary to get \( u \) from \( v \) (\( u \) and \( v \) have the same length).

Finally comparisons of the empirical results obtained (to be presented in the full paper) and to those that can be obtained from software library on string algorithms (see [9]) should be drawn.
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Appendix: Music Example

a) Selected entries (in their original sequence):

```
A (meas. 4): A, C, E, G
B (meas. 7): B, D, F, A
C (meas. 19): C, E, G, B
D (meas. 25): D, F, A, C
E (meas. 28): E, G, B, D
```

b) ‘Evolution’ of diatonic-pitch pattern

```
A
B
C
D
E
```

<> Deletion  O Insertion  □ Replacement

Music Example  Francesco da Milano, monothematic lute recercar (Cavalcanti Lutebook, f. 71v)

The five successive entries, A-E, are audibly related and can be treated as stages in the ‘evolution’ of a diatonic motif by a series of alterations of edit distance 2 (where the deletion, insertion, replacement and time-displacement operations each have weight 1). The example was taken from *Cavalcanti Lutebook*, Brussels, Belgium, Bibliothèque Royale (B-Br), MS II 275.