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ABSTRACT
In this paper, we study the influence of Platinum (100) surface morphology on the Tangential Momentum Accommodation Coefficient (TMAC) with Argon using Molecular Dynamics method (MD). The coefficient is computed directly by beaming Ar atoms into the surfaces and measuring the relative momentum changes. The wall is maintained at a constant temperature and its interaction with the gas atoms is governed by the Kulginov potential [1]. To capture correctly the surface effect of the walls and atoms trajectory, the Quantum Sutton-Chen multi-body potential is employed between the Pt atoms [2]. Effects of wall surface morphology and incident direction, temperature are considered in this work and provide full information of gas-wall interaction.

1. Introduction
In most applications concerning a fluid flowing past a solid surface, the no-slip conditions are usually employed: the fluid velocity at the wall is assumed to be the same as the surface velocity. This assumption, which works very well in many practical problems, breaks down when the channel height in consideration is at micro/nano length scale ([3], for example.). In the framework of the kinetic theory of gases, Maxwell introduced a gas-wall interaction parameter, the Tangential Momentum Accommodation Coefficient (TMAC), to quantify the slip effects [4]. He postulated that after collision with the wall, a gas atom rebounds either diffusively or specularly, with the associated portions of TMAC and $1 - \text{TMAC}$, respectively. The slip velocity, $v_{\text{slip}}$, equal to the difference between the gas velocity, $v$, at the wall and the wall velocity, $v_{\text{wall}}$, can be evaluated by the following expression

$$v - v_{\text{wall}} = v_{\text{slip}}, \quad v_{\text{slip}} = \frac{2 - \text{TMAC}}{\text{TMAC}} \lambda \frac{\partial v}{\partial n}$$

(1)

where $\lambda$ is the mean free path and $\frac{\partial v}{\partial n}$ is the normal derivative of the gas velocity at the wall. Although Molecular Dynamics simulations showed that the reflection mechanism is more complicated than Maxwell’s postulate, the coefficient TMAC is still widely used due to its simplicity. In practice, a fully accommodated coefficient, TMAC = 1, is frequently used whereas experiments record smaller values ranging from 0.7 to 1.0 and MD simulations results are even much smaller [5].
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Table 1: Parameters of the Pt-Ar pairwise potential of Kulginov.

<table>
<thead>
<tr>
<th>$V_0$ (eV)</th>
<th>$\alpha$ (Å$^{-1}$)</th>
<th>$R_0$ (Å)</th>
<th>$C_6$ (eV.Å$^6$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20000</td>
<td>3.3</td>
<td>-0.75</td>
<td>68.15</td>
</tr>
</tbody>
</table>

Based on Eq.(1), the TMAC parameter for a gas-wall couple can be determined by either experiments [6] or Molecular Dynamics [7, 8] in the Navier Stokes slip regime. However, most MD simulations of flows were done at nanoscale [9] and do not have the same conditions as in experiments. In order to compare TMAC calculations with measurements for dilute gases, a more relevant MD approach consists in studying every single gas-wall collision event. Consequently, TMAC can be computed directly by projecting gas atoms into the surfaces and finding momentum changes [10]. This approach, which is quite similar to beam experiments [11], provides insights into the reflection mechanism and can be used to improve the Maxwell’s model incompleteness.

Generally, TMAC results obtained from MD simulations depend on the following factors:
- The interaction potential between the gas/wall atoms.
- The dimension of the simulation models. In general, 3D models are better than 2D since it accounts for interactions of the gas atom with all its neighbors including out of plane solid atoms.
- The potential between the solid atoms must be good enough to reproduce the free surface effect. It is well known that the distance between the atomic layers near the free surface are much smaller than in the bulk.
- The temperature effect must be considered as gas molecules are adsorbed easier at cold walls than at hot walls, which can results in a higher TMAC.
- The surfaces are not always ideally smooth and can have different morphology (e.g randomly rough or textured surfaces).

This work aims at including these features in simulations of molecular beam experiments. The gas/wall couple under consideration is Argon and Platinum. The paper is organized as follows. After the Introduction, Section 2 is devoted to the description of the computational method. It discusses briefly the choice of potentials, the method to prepare surface sample and MD simulation of gas/wall interaction. We remark that a part of surface sample preparation requires a separate molecular dynamics simulation of film deposition processes in order to create a realistic random roughness surface. The TMAC results issued from the calculations are then shown in Section 4. Finally, conclusions and perspectives are discussed.

2. Computation model

2.1 Interatomic potential

The interatomic potentials play an important part in the molecular dynamics simulations since they govern the dynamics of the system and, thus the accuracy of the results. In this work, the following van der Waals type pair potential between At and Pt derived by Kulginov et al. [1] is used

$$\phi_{Ar-Pt}(R_{Ar-Pt}) = V_0e^{-\alpha(R_{Ar-Pt}-R_0)} - \frac{C_6}{R_{Ar-Pt}^6}, \quad R_{Ar-Pt} = |r_{Ar} - r_{Pt}|$$

(2)

where $R_{Ar-Pt}$ is the distance between an Ar atom at location $r_{Ar}$ and a Pt atom at location $r_{Pt}$, or vice versa. The values of the potential parameters are given in Tab. 1. Contrary to usual Lennard-Jones potentials, the repulsive part of this pair potential has a Born-Mayer form and provides a better description of the strong repulsion of the electrons. The pairwise potential parameters have been empirically adjusted such that the laterally average potential reproduces the measured properties of an Ar atom adsorbed on a slab of Pt atoms, i.e. a well depth of about 80 meV [12] and, a vibrational frequency of the adsorbed atom of about 5 meV [13]. The van der Waals interaction of an Ar atom with a platinum surface can be evaluated from the Ar-polarizability and the Pt-dielectric function.

In terms of the potential between the Pt atoms, the multi-body Quantum-Sutton Chen (QSC) potential is used [14]. As a particular Finnis-Sinclair potential type, the QSC potential includes quantum corrections and predict
Table 2: Quantum Sutton-Chen parameters for Pt.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>$\epsilon$ (eV)</th>
<th>c</th>
<th>$a$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>7</td>
<td>9.7894e-3</td>
<td>71.336</td>
<td>3.9163</td>
</tr>
</tbody>
</table>

Figure 1: Surface effects: the fully relaxed configuration (right) is different from initial configuration (left). The solid film system is composed of fixed atoms (green), thermostat atom (white) and normal atoms (red).

better temperature dependent properties. For a system of $N$ Pt-atoms, the potential is given by the following expression

$$E_{\text{pot},\text{Pt}} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1, j\neq i}^{N} \left( \frac{a}{r_{ij}} \right)^n - c \sum_{i=1}^{N} \rho_i^{1/2}$$

(3)

where $a$ is the lattice constant, $r_{ij}$ the distance between atom $i$ and $j$ and the local density $\rho_i$ of atom $i$. The parameters $\epsilon$ and $a$ determine the scales of energy and length, respectively and, $n$ and $m$ the range and shape of the potential. These potential parameters are given in Tab. 2. Combining the two potentials, we can compute the total potential of the system

$$E_{\text{pot}} = \sum_{i=1}^{N} \phi_{\text{Ar-Pt}}(R_{\text{Ar-i}}) + E_{\text{pot, Pt}}$$

(4)

and the force $f_i$ acting on atom $i$ at position $r_i$ by

$$f_i = -\frac{\partial E_{\text{pot}}}{\partial r_i}$$

(5)

Since we only consider the interaction of one Ar atom with a Pt surface, there is no contribution of the Ar-Ar term in the total potential formula $E_{\text{pot}}$. The accuracy of the QSC potential for Pt has been justified by Subramanian et al. [2] as it allow to correctly reproduce the melting temperature and the specific heats of the material. Although its implementation is more costly than the harmonic (spring) potential, it should better reproduce the surface effects, since atoms near the free surfaces are different from the bulk. Our tests on the QSC potential show that in fully relaxed equilibrium system, the interatomic distance near the free surfaces is much smaller than in the bulk (see Fig. 1). As shown by Arya et al. [15], the lattice constant parameter can have significant impact on TMAC.

2.2 Surface samples

In this paper, three types of surfaces are considered: smooth surfaces, periodically patterned surfaces and randomly rough surfaces. The orientation of their free surfaces is (100) according to the Miller index. Initially, the Pt atoms are arranged in layers and the two lowest ones (phantom atoms) are used to fix the system and for thermostat purpose. The remaining Pt atoms are free to interact with other solid atoms and gas atoms. The random arrangement of these atoms defines the "rough" state of the surface and will be detailed later on.

A smooth surface model is a system composed of 768 atoms arranged in 6 layers, all of which are in perfect crystal order. The nanotextured models are constructed from the smooth surface model by adding successively atom layers to create pyramids with the slope angle $45^\circ$. The slope is necessary to assure the stability of the
Figure 2: Nanotextured surface of type A (square)

Figure 3: Nanotextured surface of type B (strip)

system since perfectly vertical blocks (slope angle 90°) are less stable: in many cases atoms migrate to lower positions and the blocks evolve into step-like structures with smaller potential energy. The base of the pyramid can be a square (type A, Fig. 2) or an infinite strip (type B, Fig. 3), so that both isotropic/anisotropic effect can be considered. Although these pyramids are simplified models of a real rough surface, it can show the dependence of TMAC on the roughness. The latter in MEMS/NEMS is reported to be several Å [3]. In this work, the highest peak, varying with the number of atoms layers added on the surfaces, ranges from 2 to 6 Å.
Randomly rough surface models are also constructed by adding atoms on the smooth surfaces in a random way. In the available literature, there are several mathematical models [16, 17, 18, 19] that describe random roughness. However, these models are not suitable at atomic scale: it is difficult to force atoms to be at given positions and, structure parameters such as orientation (100) and lattice constant must be respected. Furthermore such atomistic systems might not be appropriate in terms of potential energy. In our opinion, a randomly rough surface which is consistent with the internal atomistic structure, should be built from molecular dynamics simulations. Rapid cooling of thin films from the liquid state [20, 21] can create rough surfaces but the final systems could contain many defects (e.g. pores, dislocations) and non crystalline structure (e.g. polycrystal, amorphous). As the paper focuses on Pt (100), the rough surfaces are constructed by deposed atoms randomly on the existing smooth Platinum surface. Since this procedure is quite similar to the film vapor-deposition processes, it is assumed that the created surface is quite close to real MEMS/NEMS surfaces. The procedure of the material deposition is described as follows.

![Figure 4: Snapshot of deposition process (left) and final thin film system (right)](image)

The initial system is a Pt plate made of four layers of 512 solid atoms, arranged in (100) fcc order. First, the system relaxes towards the minimal potential energy configuration. Then, after 2000 time steps of 10 fs, a Pt atom is inserted randomly from a height of 10 Å with the initial thermal velocity corresponding to 1000 K. Under the attraction force (QSC potential) from the Pt plate, the deposed Pt atoms move downwards until they reach the plate which is maintained at 50 K. (see a snapshot of the deposition process in Fig.4). Finally, when all inserted Pt atoms are attached firmly into the Pt plate, the whole system undergoes the anneal process at the ambient temperature $T_a = 300$ K with a time step equal to 20 fs. During the whole simulation, the Leap-Frog Verlet integration scheme is employed and the temperature is kept constant by simple velocity scaling method.

![Figure 5: Five samples obtained from the deposition process](image)
Figure 6: Representation of $\theta$, $\varphi$ in cartesian coordinate system

Figure 4 shows a snapshot of the final system whose total number of Pt atoms have reached 733. To improve the statistical results, 5 samples obtained thanks to the above described procedure are collected, as shown in Fig. 5.

2.3 Dynamics of gas/wall collision

In what follows, we describe the MD method used to simulate the gas-wall collision and to calculate the TMAC coefficient. The simulations were three dimensional: an Ar atom is projected into a Pt(100) surface with different incident angles $\theta$ and with different approaching $\varphi$-planes. In spherical coordinate system, $(\theta, \varphi)$ are the polar and azimuthal angles, respectively (see Fig 6). The directional TMAC$_{dir}$ coefficient associated with each $\theta$ and $\varphi$ is defined by the following formula [3]:

$$\text{TMAC}_{dir}(\theta, \varphi) = \frac{\langle v_{in} \rangle - \langle v_{rn} \rangle}{\langle v_{in} \rangle}$$

where $v_{in}$ and $v_{rn}$ are the projections of the incident and the reflected velocity on the vector $n$, respectively. The latter is the intersection of the plane $xOy$ and the $\varphi$-plane, i.e it lies on $xOy$ and makes an angle $\varphi$ with respect to $Ox$. Only one gas-wall collision is treated per simulation and the averages in Eq.(6) are taken over a large number of simulations (or collisions). The definition (6) is the most accurate description of gas-wall interaction since it is associated to every directions. We also calculate the effective anisotropic TMAC$_{an}(\varphi)$ coefficients using the same equation (6) but with gas atoms arriving from all directions: the direction of $v_i$ is randomly uniform with $v_{in} > 0$. In the special case where the surface is isotropic, TMAC$_{an}$ varies little with $\varphi$ and a single effective isotropic TMAC$_{iso}$ constant is sufficient to model gas-wall interaction as in Maxwell’s model.

We assume first that an Ar atom only interacts with the Pt wall within a cutoff distance $r_c = 10$ Å. Since this distance is much smaller than the typical mean free path at atmospheric pressure or in high vacuum ($\lambda > 69$ nm), it can justify the choice of such a small region to calculate the TMAC coefficients. At the beginning of each simulation, an Ar atom is inserted randomly at the height $r_c$ above the wall surface with initial incident velocity $v_i$. The norm of $v_i$ is equal to the thermal speed corresponding to the gas beam temperature $T_g$. Although the results of this work are obtained using a constant incident velocity corresponding to the gas temperature, we have done separate simulations using the Maxwell-Boltzmann velocity distribution and find that the TMAC is insensitive to this modification. A collision is considered as finished when the atom bounces back beyond the cutoff distance. Then the reflected velocity $v_r$ is recorded for the statistical purpose and another Ar atom is reinserted randomly to continue the process. After approximatively 10000 collisions (simulations), converged values of TMAC values were obtained.

Throughout the simulations, periodic boundary conditions were applied along the $x$, $y$ directions. The velocities and positions of gas atoms and the solid atoms at each time step are calculated by the usual Leap-Frog Verlet integration scheme. To control the temperature $T_w$ of the system, the phantom technique is used: the Langevin
thermostat [22] is applied to the atom layer above the fixed layers. The motion of an atom \( i \) belonging to this layer is governed by the equation

\[
m_i \frac{dv_i(t)}{dt} = -\xi v_i(t) + f_i(t) + R_i(t).
\]

In Eq.(7), \( v_i \) is the velocity of the atom \( i \), \( f_i \) is the resulting force acting on it by the surrounding ones, \( m_i \) is the atomic mass and \( \xi \) is the damping coefficient. The third term \( R_i \) in the right hand side of Eq.(7) is the random force applied on the atom. In the simulation, it is sampled after every time step \( \delta t \) from a Gaussian distribution with zero average and mean deviation of \( \sqrt{6\xi k_B T_w/\delta t} \). The simulations were carried out by setting time step and damping factor at the following values:

\[
\delta t = 20 \text{ fs}, \quad \xi = 5.184 \times 10^{-12} \text{kg/s}.
\]

The wall temperature \( T_w \) was kept at 200 K, 300 K and 400 K and the gas beam temperature \( T_g \) was kept at a slightly higher value than \( T_w \), here \( T_g = 1.1 T_w \). Generally, to obtain the best statistical results, a typical run requires \( 4 \times 10^7 \) time steps of 20 fs. All simulations were run on 9 processors, using a domain decomposition and the Message Passing Interface. The longest simulation takes about 20 CPU hours.

3. MD simulation results

3.1 Effects of temperature and roughness height

From the description of the models in Section 2, the coefficient TMAC\(_{dir}\) can depend on the several input parameters: temperature, surface morphology, incident direction \((\theta, \varphi)\). The variation of TMAC\(_{dir}\) in terms of these parameters is investigated in the following subsections.

The temperature effect on TMAC has been studied for confined fluid flows in a smooth nanochannel [8, 23] but, to our best knowledge, no work has been done by using 3D molecular beam simulations. The TMAC\(_{dir}\) results at different temperatures are shown in Fig. 8. A general trend can be noticed here: the TMAC\(_{dir}\) increases as the temperature decreases, ranging from 0.78 to 0.92 in the case of the highest roughness considered \((h = 5.88 \text{ Å})\).

Similar remarks have been reported in [8, 23] for confined systems. For \( h = 5.88 \text{ Å} \) and \( T_w = 300 \text{ K} \), Tab. 3 shows that the TMAC\(_{dir}\) value varies very little with the incident angle \( \theta \) and very closed to the average isotropic value TMAC\(_{iso}\) = 0.85. This means that for this kind of surface, Maxwell’s one parameter model is sufficiently accurate to model gas-wall interaction.

The TMAC\(_{dir}\) coefficient increases with the roughness of the wall surface. Computations carried out for pyramidal structures at the temperature of 300 K show that the TMAC\(_{dir}\) coefficient can reach up to 0.85 for
Table 3: TMAC_{iso} and TMAC_{dir}(\theta, \varphi) computed at $T_w = 300 \text{ K}$.  

<table>
<thead>
<tr>
<th>Surface type</th>
<th>$\varphi$</th>
<th>$\theta$</th>
<th>TMAC_{dir}</th>
<th>TMAC_{iso}</th>
</tr>
</thead>
<tbody>
<tr>
<td>A ($h = 5.88 \text{ Å}$)</td>
<td>0°</td>
<td>10°</td>
<td>0.87</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>0°</td>
<td>30°</td>
<td>0.86</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>0°</td>
<td>45°</td>
<td>0.85</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>0°</td>
<td>60°</td>
<td>0.85</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>0°</td>
<td>80°</td>
<td>0.83</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.85</td>
</tr>
<tr>
<td>Random</td>
<td>0°</td>
<td>45°</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Figure 8: TMAC_{dir} computed for the wall of type A (square) at $T_w = 200 \text{ K}$, $250 \text{ K}$, $300 \text{ K}$, $350 \text{ K}$ and $400 \text{ K}$ for three roughness heights $h$ with $\theta = 45^\circ$ and $\varphi = 0^\circ$.

Figure 9: TMAC_{dir} computed for the wall of type A (square) with different roughness heights at $T_w = 200 \text{ K}$, $250 \text{ K}$, $300 \text{ K}$, $350 \text{ K}$ and $400 \text{ K}$ with $\theta = 45^\circ$ and $\varphi = 0^\circ$.

surfaces with the highest peak configuration (Fig. 8). It is clear that the presence of peaks leads to non uniform surface potentials with local minima where gas molecules can easily be trapped: the gas atoms adhere stronger
to the wall and lose their initial momentum. Moreover, the changes in local slopes produce more or less random variations in the local incident and reflection angles.

Next we considered the case of random surfaces obtained from the atom deposition process. With the same parameters for the deposition process, the TMAC_{dir} obtained for the five samples shown in Fig. 5 exhibit small differences, from 0.90 to 0.93 and is very closed the average isotropic value 0.92(see Table 3). Thus, in addition to the roughness height, the in-plane random arrangement of the atoms also plays a significant role on the accommodation coefficient.

![Figure 10](image1.png)

**Figure 10**: TMAC_{dir} computed for type-B walls (strip) versus azimuth angle $\varphi$ for different roughnesses ($T_w = 300K$, $\theta = 45^\circ$). The solid line is the analytical expression (9) used to fit numerical results.

![Figure 11](image2.png)

**Figure 11**: TMAC_{an} computed for type-B walls (strip) versus azimuth angle for different roughnesses ($T_w = 300K$). The solid line is the analytical expression (9) used to fit numerical results.

### 3.2 Surface anisotropy effect

An anisotropic wall surface can obstruct or facilitate the flows differently along different directions. Bazant and Vinogradova generalized Navier slip boundary conditions for anisotropic texture surface by using a tensorial slip length [24]. In the framework of kinetic theory, Dadzie and Meolans proposed a new scattering kernel that accounts for surface anisotropy [25]. Their formulation is based on three independent accommodation coefficients $\alpha_x, \alpha_y, \alpha_z$ along the three directions $x, y, z$. The coefficients $\alpha_x, \alpha_y$ represent the tangential accommodation coefficients and $\alpha_z$ is the normal accommodation coefficient. The tangential accommodation coefficient $\alpha_n$ in direction $n$ is then computed by the expression (see Appendix A)

$$\alpha_n = \alpha_x \cos^2 \varphi + \alpha_y \sin^2 \varphi$$  \hspace{1cm} (9)

In this subsection, we study the anisotropy effect using MD and the directional TMAC definition in Eq.(6) and examine the relation (9). The anisotropy effect can be seen from Fig. 11: the TMAC_{dir} variation with $\varphi$ is non uniform for rough surfaces. The accommodation process along the two directions $x, y$ is highly different. The TMAC_{dir} is minimum when the atoms are projected along the longitudinal direction of the strip ($\varphi =
90°), since the surface may be considered as almost smooth in that direction (see Fig. 3). This TMAC value correspond to \( \alpha_y \) in the model of Dadzie and Meolans. The maximal TMAC values recorded for \( \varphi = 0^\circ \) and \( h > 0 \) can be attributed to the largest roughness effect in that direction and correspond to \( \alpha_x \) in the model of Dadzie and Meolans. Moreover, Figures (10, 11) show a larger anisotropy effect for rough surfaces: the difference between the highest and the smallest TMAC value increases with the roughness height whereas the TMAC results depend very little on the beaming direction for a smooth surface. This could be explained by the fact that the smooth surface is isotropic. Although Figures 10, 11 show discrepancies of TMAC obtained in different ways, all curves can fit reasonably well the analytical relation (9).

4. Conclusions and perspectives

In this paper, we have studied the effects of temperature, surface roughness and anisotropy on the TMAC coefficient. The computation model is based on the molecular beam experiments and constructed with the accurate available potentials and interaction models. Although TMAC is not a simply gas/wall constant, the MD result range agrees quite well with the experimental range at the ambient temperature. The random roughness surface obtained from the atomic deposition simulation is also investigated in the paper. Concerning the anisotropy effect, initial results on systems with strips show that TMAC varies with orientation. This provides insights and improvements to the Maxwell model which only account for isotropic effects.

5. Appendix - Anisotropic scattering kernel

For gas-wall interaction, Dadzie and Meolans [25] proposed an anisotropic scattering kernel \( B(v', v) \) defined by

\[
B(v', v) = \sum_k \mu_k B_k(v', v) \tag{10}
\]

in which

\[
\begin{align*}
\mu_{ij} &= \alpha_i \alpha_j (1 - \alpha_k), \\
\mu_i &= \alpha_i (1 - \alpha_j) (1 - \alpha_k), \\
\mu_{ijk} &= \alpha_i \alpha_j \alpha_k, \\
\mu_0 &= (1 - \alpha_i)(1 - \alpha_j)(1 - \alpha_k), \quad i, j, k = x, y, z, \quad i \neq j \neq k \neq i.
\end{align*}
\tag{11}
\]

The vectors \( v', v \) are respectively the arriving velocity and the reflected one and the constants \( \alpha_x, \alpha_y, \alpha_z \) are the accommodation coefficients along the directions \( x, y, z \). The elementary kernels \( B_k \) are given by the following expressions

\[
\begin{align*}
B_{0y}(v', v) &= \delta(v_z + v'_z) \delta(v_x - v'_x) \delta(v_y - v'_y) \\
B_{xy}(v', v) &= \frac{1}{\pi C_w^2} v_z^2 (v_z + v'_z) e^{-(v_x^2 + v_y^2)/C_w^2} \\
B_{yz}(v', v) &= \frac{2}{\sqrt{\pi} C_w^3} v_z v_x e^{-(v_y^2 + v_z^2)/C_w^2} \\
B_{xyz}(v', v) &= \frac{2}{\pi C_w} v_x e^{-(v_y^2 + v_z^2 + v'_z^2)/C_w^2} \\
B_{y}(v', v) &= \frac{1}{\sqrt{\pi} C_w} v_x \delta(v_z + v'_z) \delta(v_j - v'_j) e^{-v'_j^2/C_w^2} \\
B_{z}(v', v) &= \frac{2}{C_w} v_x \delta(v_z - v'_z) \delta(v_j - v'_j) e^{-v'_j^2/C_w^2}, \quad i, j = x, y, \quad i \neq j.
\end{align*}
\tag{12}
\]

The boundary conditions for particle distribution function \( f(v) \) is then defined by

\[
v_z f(v) = \int_{\Omega'} |v'_z| f(v') B(v', v) dv', \quad \Omega' = \mathbb{R} \times \mathbb{R} \times \mathbb{R}^-
\tag{13}
\]
We use $\Phi_j^-$ and $\Phi_j^+$ to denote the incoming flux at the wall of the momentum $j$ component. Then

$$
\Phi_j^- = \int_{\Omega'} m|v'_x|v'_j f^-(\mathbf{v'}) d\mathbf{v'}, \quad \Phi_j^+ = \int_{\Omega} m|v_x|v_j f^+(\mathbf{v}) d\mathbf{v}, \quad \Omega' = \mathbb{R} \times \mathbb{R} \times \mathbb{R}^+.
$$

with $f^-$ and $f^+$ being the velocity distribution associated with the incident molecules and for the reflected molecules. Dadzie and Meolans proved the following relation

$$
\frac{\Phi_j^- - \Phi_j^+}{\Phi_j^-} = \alpha_j, \quad j = x, y, z.
$$

Since their model is based on three parameters $\alpha_x, \alpha_y, \alpha_z$ defined along given directions of a given system of coordinate. We are interested in the accommodation coefficients in a arbitrary direction. We consider a family of direction $n$ lying in the plane $xOy$ and make an angle $\varphi$ with $Ox$. Consequently, the $n$ component of the flux is related to $x, y$ components by

$$
\Phi_n^\pm = \cos \varphi \Phi_x^\pm + \sin \varphi \Phi_y^\pm
$$

Since $\alpha_x$ and $\alpha_y$ are accommodation coefficients, the following relations

$$
\Phi_n^+ = \cos \varphi \Phi_x^+ + \sin \varphi \Phi_y^+ = (1 - \alpha_x) \cos \varphi \Phi_x^- + (1 - \alpha_y) \sin \varphi \Phi_y^-
$$

$$
= (1 - \alpha_x) \cos^2 \varphi \Phi_n^- + (1 - \alpha_y) \sin^2 \varphi \Phi_n^-
$$

allow us to compute the accommodation coefficient along any direction $n$ as in (9).
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